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Abstract

It is shown that Monte Carlo simulations of a crystal monochromator/analyser by means of the Virtual Instrumenta-
tion Tool for ESS (VITESS) o!er a correct basis for the computation of the resolution function of crystal analyser
spectrometers. Relying on comparisons of MC computed and measured data of vanadium and super#uid helium, a bench
marking of the programme codes of IRIS was performed practically limited only by the statistics of the experimental
calibration data. Recent results from the study of the input time pulses from the liquid hydrogen moderator and
pulse-shaping choppers are also mentioned. ( 2001 Elsevier Science B.V. All rights reserved.

PACS: 29.30.Hs; 29.85.#c; 29.25.Dz

Keywords: Monte Carlo simulation; Neutron spectrometry; Neutron optics; Backscattering; Data analysis; Instrumentation

1. Introduction

Neutron scattering instruments are composed of
several standard and/or non-standard neutron op-
tics modules, starting with often complex guide and
chopper systems up to collimators and focussing
monochromators/analysers. Due to the beam di-
vergence, for example, most of the neutrons are
scattered multiple times in each component of the
instrument. However, information on the single

neutron trajectories, #ight times, scattering angles
cannot be collected during an experiment.

Consequently, classical data reduction pro-
grammes handle the raw data output by consider-
ing a model of an ideal situation. As a collective
measure of all neutron-optical aberration e!ects,
they de"ne the energy and momentum transfer
dependent resolution function of the instrument.
This method of &average' values is very useful in the
case of very sharp distributions (resolutions) or if no
smaller errors then &10% of the resolution-
FWHM are required. The resolution function can be
in many cases experimentally determined by per-
forming calibration (e.g. vanadium) measurements.

However, the classical approach is not sat-
isfying in many cases and represents only a "rst

0168-9002/01/$ - see front matter ( 2001 Elsevier Science B.V. All rights reserved.
PII: S 0 1 6 8 - 9 0 0 2 ( 0 0 ) 0 0 6 7 0 - 7



approximation of data evaluation. Here are few
examples:

(1) in a wide range of momentum and energy
transfers the resolution function is unknown,
thus a separation of instrumental and phys-
ical/sample e!ects is not achievable;

(2) a deconvolution of the resolution from the raw
data is not always possible, e.g. in the range of
broad peaks where the resolution is energy
and/or momentum transfer dependent;

(3) by neglecting the (poor) angular resolution, a re-
binning/transforming of constant angle spectra
into constant momentum spectra is unrealistic;

(4) without back-tracing of particular neutron
velocities/trajectories, a correct energy scale
cannot be obtained } a simple energy shift is
not precise for wide spectra because the time to
energy transformation is non-linear.

Such di$culties can be overcome by performing
three-dimensional (3D) real-geometry and real-
physics Monte Carlo simulations including a de-
tailed space-time distribution from the moderator.
With the example of the high-resolution and wide
dynamic range spectrometer IRIS [1] at ISIS, it
will be shown that the inelastic resolution function
can be computed with a good precision which is
only limited by the statistical errors of the
vanadium data used in the bench marking. Addi-
tionally, a Monte Carlo analysis/back-tracing of
the instrumental e!ects helps to better extract the
useful information lying in the experimental data
[2,3]. The computing programmes could also be
applied for instrument calculations aiming at the
improvement of the time-of-#ight backscattering
technique [2,4].

One main component of neutron spectrometers
can be a crystal monochromator/analyser. A realis-
tic programming of these modules is decisive for the
outcoming data because these complex instrument
parts highly determine both the wavelength selec-
tion and incident/scattered intensities. The re#ected
neutron trajectories are sensitive on the d-spacing
distribution and on the two-dimensional (2D) (tak-
ing only atomic/di!raction planes) mosaicity of the
crystal. Both intensity and beam divergence are
highly in#uenced by the focussing geometry of the
monochromator or analyser.

The aim of the paper is to present recent results
of the Monte Carlo study of the crystal analyser
time-of-#ight spectrometer IRIS underlining the
performance of the crystal analyser MC code of
VITESS, the Virtual Instrument Tool for ESS.

2. Simulation of crystal monochromators/analysers
with VITESS

VITESS simulates the performance of instru-
ments at continuous and pulsed neutron sources
and it was primarily developed to support the ESS
project. Introducing information can be read in
Refs. [5}7]. Parts of the IRIS MC simulation pro-
gramme of Zsigmond [2] as the crystal analyser,
the inelastic sample and the inelastic evaluation
codes were applied and generalised in the novel
VITESS software.

The `crystalamodule simulates a neutron mono-
chromator or analyser (M/A) as a #at rectangular
crystal or a matrix of #at crystal elements (CE-s)
forming a focussing geometry. In all available op-
tions (1, #at-crystal; 2, wavelength-focussing-ge-
ometry; 3, external focussing- geometry-data) the
re#ecting surface of the CE is (h, k, l) oriented, i.e. it
is parallel to the (h, k, l) crystal planes. The crystal
structure can be characterised by setting the para-
meters d-spacing, d-spread, 2D mosaicity and
re#ectivity. The internal functions used to approx-
imate probability distributions were de"ned as

(1) 2D Gaussian mosaic distribution:

P
.
(t ,m )"exp(!t 2/2p2), with

1/p2"cos2m/p2
Y
#sin2m/p2

Z
, (1)

where t, m are the polar angular coordinates of the
mosaic normal vector in the frame of the CE and
p
Y,Z

"g
Y,Z

/(8 ln 2)1@2 are the Gaussian standard de-
viations. g

Y,Z
represent the horizontal and vertical

FWHM of the mosaic distribution.
(2) The Lorentzian type d-spacing distribution:

P(d)"*d2/(4(d!d
0
)2#*d2), (2)

where d
0

is the d-spacing most probable and
*d"FWHM. P

.
is normalised to give P

.
(0,0)"

1, to be independent of parameters. Similarly
P(d

0
)"1. This allows for a more straightforward
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Fig. 1. The &Bragg-cone': the re#ecting mosaic piece normals
describe a cone around the initial wavevector of the re#ected
neutron conforming to Bragg's Law.

(self)control for the user and de"nes the maximal
probability as equal to the re#ectivity parameter.

In a "rst step, the CE hit by the neutron is
searched in the CE-matrix. The neutron "nds one
mosaic piece of random d-spacing on which it is
re#ected. All possible orientations of the mosaic
piece normals (determined by wavelength and
d-spacing conforming to Bragg's Law) describe
a cone with an opening h"p/2!h

B3!''
, the actual

axis being the initial wavevector of the neutron
under consideration. In Fig. 1 the mosaic piece
normal vector is labelled by n and the normal
vector of the CE by n

CE
. Fig. 1 shows the wavevec-

tor k as "xed (in the frame of the neutron), that is,
the individual neutrons see the CEs (n

CE
s) oriented

in various directions labelled 1,2,4. Case 1 corres-
ponds to the situation when n

CE
is inside the cone,

2 when outside, 3 when n
CE

Ek and 4 when n
CE

En.
The vectors k and n are approximatively lying in
the main plane of re#ection. In the simple situation
g
Y
"g

Z
, the most probable mosaic orientation is

when k, n and n
CE

are co-planar vectors, i.e. they
cross the &maximal probability line' de"ned by the
cross-points with the #at base of the cone. This is
because in this case the angle between n and n

CE
is

minimal. For larger angles the probability de-
creases very rapidly as a function of the horizontal
and vertical FWHM-s (in the input frame) of the
mosaic distribution. Consequently, it is more econ-
omical to take for the random orientation of the
mosaic pieces a "nite interval *u close to the maxi-
mal probability line. *u must be large enough to

cover the Gaussian distribution in a resonable def-
inition range (including the tails). In the general
case g

Y
Og

Z
, the minimum angle between n and

n
CE

does not mean automatically maximum prob-
ability in the distribution; however it well de"nes
the centre of the angular range *u (see if neutron
k vector parallel to beam axes). In the extreme case
3 (exact backscattering), it must be set *u"2p
even if the mosaicity is very small in one of the
directions, because of the computing algorithm
(then by de"nition k, n and n

CE
are always co-

planar). In case 4, *u"0 yields P"P
M!9

"Re-
#ectivity.

In the output, the new probability weight per
neutron contains the product of the d-spacing and
mosaic distributions of the CEs. The new coordi-
nates of the neutron are computed consecutively by
taking into account the exact orientation of the
randomly selected re#ecting mosaic piece. This pre-
cise trajectory calculation for each single neutron
supplies the real correlation between mosaicity and
re#ected beam divergence. No transmission and
multiple Bragg re#ections are computed in the ac-
tual version. The detailed computation procedures
of the module &crystal' lead to a su$cient descrip-
tion of the factors which in#uence the resolution
behaviour of the whole instrument. For reliable
intensity comparisons between di!erent types of
instruments it might be necessary to renormalise
with the ratio between intensities of measured and
simulated calibration data.

An important output, the wavelength distribu-
tion for the PG(0 0 2) analyser array of IRIS is
shown in Fig. 2. It can be observed that the
lineshape is very close to the Lorentzian "tted, as
this is expected for a PG(0 0 2) analyser in backscat-
tering geometry with an e!ective *d/d&0.002 and
mosaicity 0.83. In this case the wavelength selection
is dominanted by the e!ective d-spacing distribu-
tion, which } by comparisons to measured data
} was deduced to be Lorentzian. This direct
wavelength monitoring is only possible in a simula-
tion not in an experiment. However, the
possibility in the MC simulations to separately
monitor the distribution of one of the neutron
coordinates (position, #ight time, velocity
vectors) helps to better understand the instrument
optics.
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Fig. 2. The simulated wavelength resolution of the PG(0 0 2)
backscattering analyser of IRIS can be well "tted with a Loren-
tzian } resembling the shape of the d-spacing distribution.

3. Simulation of IRIS

A detailed discussion of the crystal analyser spec-
trometer IRIS can be read in Refs. [1,2]. Here we
will focus on the decisive factors determining the
elastic and inelastic energy resolution of this neu-
tron instrument: the moderator pulse and d-spread
of the PG(0 0 2) backscattering analysers.

The used pulseshape coming from the liquid hy-
drogen moderator is a semi-empiric analytical as-
sumption introduced in Ref. [2] relying on
measured and MC simulated data of liquid hydro-
gen moderators [8]. The general expression applied
for the time distribution was

p(t)"[1!a
1

exp(!t2/q2
1
)#a

2
exp(!t2/q2

2
)]

]exp(!t/q
-/

). (3)

The coe$cients a
1,2

and q
1,2

determine the
sharpness of the signal (see Fig. 8) and are energy
dependent. It is known from moderator calcu-
lations that the time distribution of late neutrons
shows an exponentially decaying tail characterised
by q

-/
. Consistently, the "rst multiplication term in

Eq. (3) is close to 1, when t<max[q
1
, q

2
]. The

distribution p(t) was analysed in detail in order to

"nd out how much in#uence it has on the shape of
the simulated elastic resolution. From "tting with
p(t) of the moderator pulse }which was numerically
matched to give the correct vanadium spectra } re-
sulted that the best "t can be obtained with a

1
"2

and a
2
"1. Additionally, "ts proved that the num-

ber of parameters can be reduced by choosing
q
1
"q

2
(58ls IRIS), without a signi"cant change

of the simulated signal shape in the detector.
Consequently, the analytical form could be
simpli"ed to

p(t)"[1!exp(!t2/q2)]]exp(!t/q
-/

). (4)

A good agreement between the simulated elastic
resolution lineshape and the vanadium measure-
ment was obtained when the time constants and
crystal analyser parameters were chosen as the es-
timations in Ref. [1]. The time constants were "ne-
tuned by minimising the quadratic deviation of the
experimental vanadium and MC data. (To do this,
the vanadium as well as the simulated counts per
channel were "rst normalised to give the same peak
integral.) The same procedure was used to adjust
the average d-spacing of the PG(0 0 2) crystal ana-
lysers and the d-spread FWHM.

The d-spacing had to be adjusted at the known
geometrical instrument parameters (#ight path,
etc.) in order to calibrate the energy transfer scale.
From simulation of the elastic resolution it could
be concluded that an exact energy scale cannot be
directly calculated by only using the vanadium
peak position and the kinetical formulas for IRIS.
The asymmetry of the moderator pulse causes
a small &25}30ls positive shift in the time of
#ight (3 detector time channels"2leV at zero
energy transfer) relative to an ideal delta-function
moderator pulse. On the other hand, only the
average velocity component parallel to the beam
axis can be calculated from the position of the
vanadium peak in the time-of-#ight spectra. The
calculation of the d-spacing of the analyser from
the wavelength (according to the Bragg condition)
requires however the knowledge of the absolute
value of the velocity. The deviation as caused by the
beam divergence was estimated by the simulation
as 7ls, i.e. &1 time channel.

The d-spread *d/d was de"ned as the FWHM of
the d-spacing distribution in the PG(0 0 2) crystal.
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Fig. 3. Quadratic deviation between the measured and com-
puted data showing the sensivity on the adjusted parameter
(*d/d). Fig. 4. The simulated elastic energy resolution versus *d/d as

labelled by the continuous and dotted line and open squares.
The experimental data are labelled by the full squares.

Comparing simulation results with vanadium cal-
ibration data, it could be concluded that distribu-
tions close to a Gaussian give to small intensity in
the wings of the signal and the distribution of d is
closer to a Lorentzian. The *d/d was "ne-tuned in
the range 0.0017}0.0025. In Fig. 3 the quadratic
deviations between the measured and computed
data are given showing the sensitivity on the ad-
justed parameter. The deviations between experi-
mental and calculated vanadium intensities were
summed up over all time channels.

The elastic energy resolution versus *d/d is
shown in Fig. 4. The vanadium and the simulated
lines were normalised to unity, thus the amplitudes
of the signals strongly correlate with the FWHM of
the peaks. The shown value *d/d"2.1]10~3

gives the closest match to the experimental data
(MC } open circles). This high value represents an
e!ective *d/d, because we are measuring a large
number of crystal elements in the analyser array at
the same time, that is, the obtained *d/d is strongly
in#uenced by the spread in the most probable d-
spacing of the CEs. By setting the moderator time-
pulse width zero (d-signal), the `secondarya resolu-
tion FWHM was estimated as &10 leV. The
broadening of the elastic line (the di!erence in the
time of #ight) is due to the neutrons #ying with
di!erent velocities.

The bench marking of the MC simulation was
completed by the elastic calibration presented
above. Measurements on the `standarda liquid 4He
can be performed below 1K to calibrate the energy
scale of neutron spectrometers, which cover a com-
patible domain in the q}u plane. It is another
characteristic property of super#uid 4He, that the
single-excitation FWHM changes very little below
1K and is of the order of magnitude 1 leV. This
value is less then the conventional resolution per-
formance of neutron instruments, and thus, the
resolution can be obtained at the roton energy with
a precision of leV by measuring the linewidth be-
low 1K [9].

Therefore, the consecutive simulation at the
roton energy represented the check for the bench
marking performed. The form of the inelastic res-
olution of the instrument as shown in Fig. 5 is well
de"ned by the suitable statistics of the neutrons
collected in MC simulations. As it can be observed,
there is a very good match between the measured
and simulated data.

The inelastic lines are much more asymmetric
(see below) and this is caused by the shape of the
moderator pulse. The Lorentzian-like shape of the
lines is due to the broadening of the signal during
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Fig. 5. Measured and simulated roton excitation lines at
600mK } equivalent to the energy resolution at the roton peak
position.

Fig. 6. Simulation of the inelastic energy resolution of IRIS as
a function of the energy transfer.

the time of #ight, because the neutrons travel at
di!erent velocities, the wavelength band being se-
lected by the crystal analysers of a Lorentzian-like
d-spread. Since the analyser wavelength is directly
proportional to the d-spacing (Bragg condition)
and the time of #ight is linear to the wavelength, the
lineshape of the measured signal also resembles the
distribution function of the d-spacing. This corre-
spondence in shapes gives the reference for the
choice of the d distribution in the crystal analyser
module used in the calculation.

MC simulations were performed in order to cal-
culate the energy-transfer-dependent energy resolu-
tion of the IRIS spectrometer in a wide range from
200 to 3000 leV. The resulting spectrum is shown
in Fig. 6. A set of FWHM

*/53*/4*#
"1 leV Loren-

tzian lines (with no energy dispersion) was con-
sidered in the calculations. The interval between
the signals was set to 250 leV. The counts were
&collected' in 20ls channels in order to optimise the
computing time as well as the statistical spread.
The instrumental line-broadening increases with
increasing energy transfer. At the elastic position
the energy resolution of IRIS amounts to 14.6leV.
The FWHM of the resolution increases with in-
creasing energy transfers: 22.2leV at 1 meV and

46.9leV at 3 meV. The increase of the FWHM of
the instrumental resolution at higher energy trans-
fers can be explained by the equations used to
transform time of #ight into energy scale. It is
worth noting that, while the FWHM of the energy
resolution increases, the FWHM of the time resolu-
tion decreases with higher energy transfers. This is
caused by the non-linear character of the relation
between the #ight time and the energy transfer.

The higher asymmetry in the inelastic peaks re-
sults from the higher energy transfer needed to
create excitations: A higher energy transfer requires
smaller incoming neutron wavelengths prior to the
scattering, since the "nal energy is "xed by the
analyser. The analyser crystal also determines the
narrow wavelength bands *j

PG
(see Fig. 2) and

*j
*/#

, which in the case of a delta-function scatter-
ing law are related to the incoming j

*/#
by

*j
*/#

"

*j
PG

j3
PG

]j3
*/#

(5)

as it can obtained from the conservation of energy.
It shows that the wavelength window gets smaller
by the power of 3 with smaller incoming
wavelengths. Thus, for larger energy transfers, the
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smearing of the moderator time pulse is less signi"-
cant, i.e. the asymmetry of the signal is preserved.
The time-of-#ight spectrum of the inelastic scan,
where the time-resolution FWHM (ls) decreases
with larger energy transfers, shows this instrumen-
tal e!ect. The decrease of the signal amplitude is
mainly due to the factor k

f
/k

i
in the scattering

probability.
It has to be mentioned here that the source pulse

length was approximated independent of j, which
is not anymore exact for short wavelength. The
LH2 moderator on ISIS generates pulses with 22j
(As ) near the peak of the Maxwellian (&2.5As ),
while at longer wavelengths ('6As ) the width is
approximatively constant [1]. Similar calculations
were done at LANSCE [10].

4. Application I: MC data reduction (MCDR)

The main importance of MC simulations con-
sists in the possibility to develop a more precise
numerical technique of data reduction beside the
conventional ones.

As shown above, MC simulations can be used to
calculate the exact instrumental resolution shape of
the IRIS instrument. The inelastic energy resolu-
tion can be calculated in the full range of energy
transfers. For a sharp Lorentzian-like excitation
signal the FWHM can be approached by substra-
cting the FWHM value of the resolution from the
experimental FWHM of the line. This procedure is
considered as a "rst approach (I). However, it is not
exact if there are important deviations from the
Lorentzian shape for both the intrinsic line and the
instrumental resolution. A next more exact approx-
imation (II) simulates model scattering functions.
A scan of the intrinsic linewidth, for example, can
be performed in a wider range around the most
probable value.

By minimising the quadratic deviation of the MC
and measured spectra, the best values for the intrin-
sic parameters can be determined, for example,

L(s2)
LP

i

"

L
LP

i
C +
#)!//%-4

(I
.%!4

!I
MC

(P
1
, 2 , P

6
))2D

"0 (6)

where P
i

represent the parameters u
1,2

, !
1,2

,
A

1,2
for two Lorentzians, I

.%!4
represents the ex-

perimental counts per channel, and I
MC

the counts
computed. (Both measured and simulated inten-
sities have to be normalised to the same integral to
be able to make a comparison.) In an ideal case,
where extremely long computing time is available,
the procedure could be done by iteration. This
means, in order to calculate the absolute minimum
of the function s of the six variables, the scanning
procedure would need to be repeated many times in
a large volume of the (P

1
,2 ,P

6
) con"guration

space until

d(s2)"+
i

L(s2)
LP

i

dP
i
"0, (7)

where dP
*

represent scanning steps. This general
formulation results from the fact that s2 is analog-
ous to a potential function and allows for con"ne-
ments like C

1
"C

1
(u

1
).

However, in practice such a long procedure can
be avoided by using "rst the approach I, i.e. by
scanning the parameters as close as possible
to the most probable values. MC calculations
show that in this case s is minimised in a satisfying
way by one parameter scans (such as u

1
or !

1
scanned and the rest "xed) and that

the adjustment can be done independently for
each parameter. It is important to adjust those
parameters "rst for which the quadratic deviation
is most sensitive.

Here we illustrate how the intrinsic FWHM of
the sharp roton peak was determined at 0.4 bars
and 1.4K by approach II of MCDR. The response
function was modelled by a sum of two Loren-
tzians, including the q-dependence. The calculation
of s was performed by scanning the intrinsic
linewidth in the range 30}57leV and normalising
in the sharp peak. Some of the resulting signals are
shown in Fig. 7. With a parabolic "t the minimum
of the quadratic deviation could be calculated by
using only a set of 6 values for the simulations of
the intrinsic linewidth. The corresponding FWHM

*
was found to be 43$5leV. The determination
error depends on the statistical spread of the counts
in each channel for both the experimental and MC
data.
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Fig. 7. Determination of the excitation FWHM by minimising
the quadratic deviation between the computed and experimental
spectra.

Fig. 8. Normalised time-pulses from di!erent types of LH2
moderators for HERMES and IRIS.

It is an important feature of the method present-
ed here that constant angle spectra were simulated
} by applying a model function in the sample mod-
ule for the scattering law S(q,u) in function of
momentum and energy transfer } and consecutively
directly compared to the experimental ones. By
tuning the model parameters, S(q,u) was directly
obtained, without rebinning the spectra from con-
stant angle to constant momentum and thereby the
statistical errors were not increased.

5. Application II: instrument development

Not as in experimental data analysis where nu-
merical computations of S(q,u) models are much
more time-intensive, MC simulations already are
an often implemented tool for neutron scattering
instrument design or development.

A "rst question in building a new instrument is
to choose the optimal moderator. The comparison
of moderator performances is an important ap-
plication of instrument design by means of com-
puter simulations.

In Fig. 8 three time pulses resulting from di!erent
liquid-hydrogen moderators were plotted. The thin

continuous line represents (conforming to p(t) in
Section 3) the best "t to the measured pulse at 1.85
meV of the partially coupled moderator faced by
FP9-11 at LANSCE. The dotted line is the best "t
to the computed data of a decoupled version of the
same moderator. The thick continuous line shows
the pulse shape of the decoupled liquid-hydrogen
moderator at the IRIS, deduced by bench-marking
the simulation parameters in Refs. [2,3] and re-
cently by VITESS relying on vanadium calibration
data. The very close match of the two decoupled
time pulses shows the consistency in the simulation
method, starting with the choice of the analytical
shape for the e!ective d-spacing distribution in the
PG(0 0 2) analyser, up to the pulse function used for
the time distribution in the source code.

In Fig. 9 the elastic energy resolution functions
corresponding to the above mentioned time pulses
were plotted by taking the same IRIS- or
HERMES-type instrument set-up (with PG) in all
three cases. (HERMES will use a partially
coupled moderator and will have a geometrically
optimised IRIS PG(0 0 2) set-up in phase I.) The
decoupled versions give practically the same res-
olution FWHM&15 leV. It can be observed that
the partially coupled moderator pulse o!ers an
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Fig. 9. The elastic IRIS/HERMES resolutions corresponding to
the pulses in Fig. 8. Fig. 10. Dynamic range of a fast-chopper Si(1 1 1) analyser spec-

trometer as illustrated by the simulation of a multipeak spectra.

energy resolution FWHM larger by only &3leV
compared to the decoupled one. However, moder-
ator performance calculations show that in the
partially coupled case the integral intensity of the
pulse gives a gain of 2.5, which allows for a con-
siderable improvement in the neutron statistics
(run times of 5 h can be reduced to 2h).

The time-of-#ight backscattering technique in in-
elastic neutron scattering can further be improved
[2,4]. The optimisation needed is to change #exibly
the resolution of the instrument, energy transfer
range and scattered intensity. At less intense, very
sharp responses of a few leV, a too large instru-
mental broadening can make the signal disappear
in the instrumental background. Thus, "ne struc-
tures in the spectrum cannot be revealed. Existing
TOF-backscattering spectrometers like IRIS have
a large dynamic range due to the inverted geometry
(e.g. 0.4}3As ~1, !0.2 to 3.5meV) and can yield
high elastic energy resolution of 15leV and high
count rate at the same time. Backscattering spec-
trometers at reactors like IN10 (ILL) yield
& 1leV energy resolution and the dynamic range
could be upgraded by temperature scan control of
the monochromated neutrons to measure at energy
transfers of 500leV in a range of 60leV [11].

The energy resolution can be improved by com-
bining a Si(1 1 1) crystal analyser system and a fast-
chopper modulated moderator pulse. In this case
the intensity loss which is due to the absence of
a mosaic structure and the narrow d-spread of
Si(1 1 1) can be compensated for by large high-
precision focusing geometries and bent crystal ele-
ments in order to optimise the resulting resolution
and intensity [12].

In Fig. 10 a simulation result of a modulated
pulse } Si(1 1 1) } analyser combination is present-
ed. The instrument set-up is very similar to that of
the IRIS TOF-backscattering spectrometer. Di!er-
ent from the IRIS instrument, the pulse from the
LH2 moderator is modulated here by two counter-
rotating fast-disc choppers operating at 250Hz.
The distance from the moderator to the fast chop-
pers and the slit width determine, respectively, j and
the FWHM in TOF (23.5ls) of the sharp signal cut
out of the short pulse of the moderated neutrons of
FWHM"150ls. To achieve a better angular res-
olution, the secondary #ight path was increased by
setting the radius of the crystal analyser system to
2m. The &eye-of-the needle' convergent#divergent
guide combination [13] was used to focus the neu-
trons from the moderator on the "rst fast-chopper
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window and to increase the cross-section of the
guide behind the fast choppers. A distance of 5.2m
from the moderator is an optimal position (taking
into account the target shielding) for the modula-
ting choppers for the wavelength of the Si backscat-
tering analyser (&6.27As ).

Fig. 10 shows a scan of the inelastic scattering
region. The intensity measured in the detector has
a similar shape as the time pulse of the neutrons
leaving the moderator. This can be explained by an
&optical' projection in the plane which can be
de"ned by the #ight path and the TOF of the
neutrons, respectively. The short time-opening of
the fast choppers determines a close relationship
between the wavelength of the neutrons crossing
the slit and the time as they leave the moderator
surface.

6. Conclusions

It was demonstrated that Monte Carlo simula-
tions can be used for resolution calculations of
time-of-#ight backscattering spectrometers in
a wide dynamic range where experimental methods
are not possible anymore. However, calibration
results are necessary in the bench marking of the
simulation method and in obtaining the input para-
meters. The good match between measured and
simulated spectra shows that such numerical calcu-
lations are very exact and consistent with our
knowledge on the dominant neutron-optical aber-
ration e!ects produced by the instrument. The #ex-
ibility and general character of the VITESS
modules used to &build' the IRIS spectrometer
makes us to conclude that the presented software
can be generally implemented with similar success

for the computation of other neutron scattering
instruments (see also Ref. [5]).

The bench marking of VITESS and rigorously
checking of the computed results by means of ex-
perimental calibration data, allowed us the con"-
dence to also implement it in the data reduction, in
instrument design and development. Further calcu-
lations on the angular and momentum resolutions
of crystal analyser spectrometers and on how these
in#uence energy resolution and intensity of excita-
tions in wide spectra are in progress.
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