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Abstract

The software package McStas is a tool for carrying out Monte Carlo ray-tracing
simulations of neutron scattering instruments with high complexity and precision. The
simulations can compute most aspectsof the performanceof instruments and samples
and can thus be used to optimize the use of existing equipment, design new instru-
mentation, and carry out full virtual experiments. McStas is basedon a unique design
where an automatic compilation processtranslates high-level textual instrument de-
scriptions into e±cient ANSI-C code. This design makes it simple to set up typical
simulations and alsogivesessentially unlimited freedomto handle more unusual cases.

This report constitutes the component manual for McStas, and, together with the
manual for the McStas system, it contains full documentation of all aspects of the
program. It coversa description of all o±cial components of the McStas packagewith
some theoretical background. Selectedtest instruments and representativ e McStas
simulations performed with theseinstruments are described in the User Manual.
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Preface and acknowledgemen ts

This document contains information on the neutron scattering components which are the
building blocks for de¯ning instruments in the Monte Carlo neutron ray-tracing program
McStas version 1.9. The initial releasein October 1998 of version 1.0 was presented
in Ref. [1]. The reader of this document is not supposed to have speci¯c knowledge of
neutron scattering, but somebasic understanding of physics is helpful in understanding
the theoretical background for the component functionalit y. For details about setting up
and running simulations, we refer to the McStassystemmanual [2]. We assumefamiliarit y
with the useof the C programming language.

It is a pleasure to thank Dir. Kurt N. Clausen, PSI, for his continuous support to
McStas and for having initiated the project. Continuous support to McStas has also
come from Prof. Robert McGreevy, ISIS. Apart from the authors of this manual, also
Per-Olof ºAstrand, NTNU Trondheim, has contributed to the development of the McStas
system. We have further bene¯ted from discussionswith many other peoplein the neutron
scattering communit y, too numerousto mention here.

The userswho contributed components to this manual are acknowledged as authors
of the individual components. We encourageother usersto contribute components with
manual entries for inclusion in future versionsof McStas.

In caseof errors, questions,or suggestions,do not hesitate to contact the authors at
mcstas@risoe.dk or consult the McStas home page[3]. A special bug/request reporting
serviceis available [4].

Important developments on the component side in McStas version 1.9 as compared
to version 1.4 (the last version of the component manual; then a section of the system
manual) include

² Validation of most components against analytical formula, and benchmarking in
simple cases

² Newly added, realistic sourcecomponents

{ ISIS_moderator ISIS sourcemodel basedon MCNPX (D. Champion and S.
Ansell, ISIS)

{ Virtual_tripoli4_input/output Trioli4 (similar to MCNP) ¯les reading/writing
(G. Campioni, LLB)

{ SNS_sourceSNSsourcemodel basedon MCNPX (G. Granroth, SNS)

{ Source_gen ILL sourcesMaxwellian parameters (E. Farhi/N. Kernavanois/H.
Bordallo, ILL)
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{ ESS_moderator_short Calculated sourcemodel for the short pulse target sta-
tion of the ESSproject (K. Lefmann, Ris¿)

{ ESS_moderator_long Calculated sourcemodel for the long pulsetarget station
of the ESSproject (K. Lefmann, Ris¿)

² Newly added, optical components

{ Radial_collimator Radial collimator with both approximated and exact op-
tions (E. Farhi, ILL)

{ FermiChopper and Vitess_ChopperFermi Two Fermi Chopper components
(M. Poehlmann, G. Zsigmond, ILL and PSI)

{ Guide_tapering A rectangular tapered guide (U. Filges, PSI)

{ Guide_curved Non-focusing curved neutron guide (R. Stewart, ILL)

² A suite of samplecomponents

{ Phonon_simple An isotropic acoustic phonon (K. Lefmann, Ris¿)

{ PowderN. N lines powder di®raction (P.K. Willendrup, Ris¿)

{ Sans_spheres hard spheresin thin solution, mono disperse (L. Arleth, the
Royal Veterinary and Agricultural University (DK), K. Lefmann, Ris¿)

{ Isotropic_Sqw isotropic inelastic sample(powder, liquid, glass)elastic/inelastic
scattering from S(q; ! ) data (E. Farhi, V. Hugouvieux, ILL)

{ SANS_*A collection of samplesfor SANS (H. Frielinghaus, FZ-JÄulich)

We would like to kindly thank all McStas component contributors. This is the way we
improve the software alltogether.

The McStas project has beensupported by the European Union, initially through the
XENNI program and the RTD \Co ol Neutrons" program in FP4, In FP5, McStas was
supported strongly through the \SCANS" program. Currently , in FP6, McStas is sup-
ported through the Joint Research Activit y \MCNSI" under the Integrated Infrastructure
Initiativ e \NMI3", seethe WWW home pages[5,6].

If you appreciate this software, pleasesubscribe to the neutron-mc@risoe.dk email
list, sendus a smiley message,and contribute to the package. We also encourageyou to
refer to this software when publishing results, with the following citations:

² K. Lefmann and K. Nielsen, Neutron News 10/3 , 20, (1999).

² P. Willendrup, E. Farhi and K. Lefmann, Physica B, 350, 735 (2004).
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Chapter 1

Ab out the comp onent library

This McStas Component Manual consistsof the following major parts:

² An intro duction to the useof Monte Carlo methods in McStas.

² A thorough description of systemcomponents, with onechapter per major category:
Sources,optics (two chapters), monochromators, samples,monitors, and other com-
ponents.

² The McStas library functions and de¯nitions that aid in the writing of simulations
and components in Appendix A.

² A detailed explanation of the useof random numbers in Appendix B.

² An explanation of the McStas terminology in Appendix C.

Additionally , you may refer to the list of example instruments from the library in the
McStas User Manual.

1.1 Authorship

The component library is maintained by the McStas system group. A number of basic
components \b elongs" the McStas system, and are supported and tested by the McStas
team.

Other components are contributed by speci¯c authors, who are listed in the code for
each component they contribute as well as in this manual. McStas usersare encouraged
to sendtheir contributions to us for inclusion in future releases.

Somecontributed components have later been taken over for further development by
the McStassystemgroup, with permissionfrom the original authors. The original authors
will still appear both in the component code and in the McStas manual.

1.2 Symbols for neutron scattering and simulation

In the description of the theory behind the component functionalit y we will usethe usual
symbols r for the position (x; y; z) of the particle (unit m), and v for the particle velocity
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(vx ; vy ; vz) (unit m/s). Another essential quantit y is the neutron wave vector k = mnv=~ ,
wheremn is the neutron mass. k is usually given in ºA ¡ 1, while neutron energiesare given
in meV. The neutron wavelength is the reciprocal wave vector, ¸ = 2¼=k. In general,
vectors are denoted by boldfacesymbols.

Subscripts "i" and "f" denotes \initial" and \¯nal", respectively, and are used in
connection with the neutron state before and after an interaction with the component in
question.

The spin of the neutron is given a special treatment. Despite the fact that each
physical neutron has a well de¯ned spin value, the McStas spin vector s can have any
length betweenzero (unpolarized beam) and unit y (totally polarized beam). Further, all
three cartesian components of the spin vector are present simultaneously, although this is
physically not permitted by quantum mechanics. Presently , no o±cial McStas component
utilize the neutron spin.

1.3 Comp onent coordinate system

All mentioning of component geometry refer to the local coordinate systemof the individ-
ual component. The axis convention is so that the z axis is along the neutron propagation
axis, the y axis is vertical up, and the x axis points left when looking along the z-axis,
completing a right-handed coordinate system. Most components 'position' (as speci¯ed
in the instrument description with the ATkeyword) corresponds to their input side at the
nominal beam position. However, a few components are radial and thus positioned in
their centre.

Components are usually not designedto overlap. This may lead to lossof neutron rays.
Warnings will be issuedduring simulation if sectionsof the instrument are not reached by
any neutron rays, or if neutrons are removed. This is usually the sign of either overlapping
components or a very low intensity.

1.4 Ab out data ¯les

Somecomponents require external data ¯les, e.g. lattice crystallographic de¯nitions for
Laue and powder pattern di®raction, S(q; ! ) tables for inelastic scattering, neutron events
¯les for virtual sources,transmission and re°ectivit y ¯les, etc.

Such ¯les distributed with McStas are located in the data sub-directory of the MCSTAS
library . Components that make useof the McStas ¯le system, including the read-table
library (seesection A.2) may accessall McStas data ¯les without making local copies. Of
course,you are welcometo de¯ne your own data ¯les, and eventually contribute to McStas
if you ¯nd them useful.

File extensionsare not compulsorybut help in identifying relevant ¯les per application.
We list powder and liquid data ¯les from the McStas library in Tables1.2 and 1.3. These
¯les contain an extensive header describing physical properties with references,and are
specially suited for the PowderN (see8.2) and Isotropic Sqw components (see8.6).

McStas itself generatesboth simulation and monitor data ¯les, which structure is
explained in the User Manual (seeend of chapter 'Running McStas ').
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MCST AS/data Description
*.lau Laue pattern ¯le, as issued from Crystallographica. For use

with Single crystal, PowderN, and Isotropic Sqw. Data: [ h k
l Mult. d-space2Theta F-squared ]

*.laz Powder pattern ¯le, asobtained from Lazy/ICSD. For usewith
PowderN, Isotropic Sqw and possibly Single crystal.

*.trm transmission ¯le, typically for monochromator crystals and ¯l-
ters. Data: [ k (Angs-1) , Transmission(0-1) ]

*.r° re°ectivit y ¯le, typically for mirrors and monochromator crys-
tals. Data: [ k (Angs-1) , Re°ectivit y (0-1) ]

*.sqw S(q; ! ) ¯les for Isotropic Sqw component. Data: [q] [! ]
[S(q; ! )]

Table 1.1: Data ¯les of the McStas library .

1.5 Comp onent source code

Sourcecode for all components may be found in the MCSTASlibrary subdirectory of the
McStas installation; the default is /usr/local/lib/mcstas/ on Unix-lik e systems and
C:\mcstas\lib on Windows systems,but it may be changed using the MCSTASenviron-
ment variable.

In caseusers only require to add new features, preserving the existing features of a
component, it is recommandedto make use of the EXTENDkeyword in the instrument
description itself, as documented in the User Manual. For larger modi¯cation of a com-
ponent, it is advised to make a copy of the component ¯le into the working directory.
A component ¯le in the local directory will in McStas take precedenceover a library
component of the samename.

1.6 Do cumen tation

As a complement to this Component Manual, we encourageusersto usethe mcdocfront-
end which enablesto display both the catalog of the McStas library , e.g using:

mcdoc

as well as the documentation of speci¯c components, e.g with:

mcdoc --text name
mcdoc¯le.comp

The ¯rst line will search for all components matching the name, and display their help
section as text. For instance, mcdoc .laz will list all available Lazy data ¯les, whereas
mcdoc --text Monitor will list most Monitors. The secondexamplewill display the help
corresponding to the ¯le.comp component, using your BROWSER setting, or as text if
unset. The --help option will display the command help, as usual.

An overview of the component library is also given at the McStas home page [3] and
in the User Manual [2].
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MCST AS/data ¾coh ¾inc ¾abs Tm c Note
File name [barns] [barns] [barns] [K] [m/s]
Ag.laz 4.407 0.58 63.3 1234.9 2600
Al2O3 sapphire.laz 15.683 0.0188 0.4625 2273
Al.laz 1.495 0.0082 0.231 933.5 5100 .lau
Au.laz 7.32 0.43 98.65 1337.4 1740
B4C.laz 19.71 6.801 3068 2718
Ba.laz 3.23 0.15 29.0 1000 1620
Be.laz 7.63 0.0018 0.0076 1560 13000
BeO.laz 11.85 0.003 0.008 2650 .lau
Bi.laz 9.148 0.0084 0.0338 544.5 1790
C60.lau 5.551 0.001 0.0035
C diamond.laz 5.551 0.001 0.0035 4400 18350 .lau
C graphite.laz 5.551 0.001 0.0035 3800 18350 .lau
Cd.laz 3.04 3.46 2520 594.2 2310
Cr.laz 1.660 1.83 3.05 2180 5940
Cs.laz 3.69 0.21 29.0 301.6 1090 c in liquid
Cu.laz 7.485 0.55 3.78 1357.8 3570
Fe.laz 11.22 0.4 2.56 1811 4910
Ga.laz 6.675 0.16 2.75 302.91 2740
Gd.laz 29.3 151 49700 1585 2680
Ge.laz 8.42 0.18 2.2 1211.4 5400
H2O ice 1h.laz 7.75 160.52 0.6652 273
Hg.laz 20.24 6.6 372.3 234.32 1407
I2.laz 7.0 0.62 12.3 386.85
In.laz 2.08 0.54 193.8 429.75 1215
K.laz .69 0.27 2.1 336.53 2000
LiF.laz 4.46 0.921 70.51 1140
Li.laz 0.454 0.92 70.5 453.69 6000
Nb.laz 8.57 0.0024 1.15 2750 3480
Ni.laz 13.3 5.2 4.49 1728 4970
Pb.laz 11.115 0.003 0.171 600.61 1260
Pd.laz 4.39 0.093 6.9 1828.05 3070
Pt.laz 11.58 0.13 10.3 2041.4 2680
Rb.laz 6.32 0.5 0.38 312.46 1300
Sealpha.laz 7.98 0.32 11.7 494 3350
Sebeta.laz 7.98 0.32 11.7 494 3350
Si.laz 2.163 0.004 0.171 1687 2200
SiO2 quartza.laz 10.625 0.0056 0.1714 846 .lau
SiO2 quartzb.laz 10.625 0.0056 0.1714 1140 .lau
Sn alpha.laz 4.871 0.022 0.626 505.08
Sn beta.laz 4.871 0.022 0.626 505.08 2500
Ti.laz 1.485 2.87 6.09 1941 4140
Tl.laz 9.678 0.21 3.43 577 818
V.laz .0184 4.935 5.08 2183 4560
Zn.laz 4.054 0.077 1.11 692.68 3700
Zr.laz 6.44 0.02 0.185 2128 3800

Table 1.2: Powders of the McStas library [7,8]. Low c and high ¾abs materials are high-
lighted. Files are given in LAZY format, but may exist as well in Crystallographica .lau
format as well.
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MCST AS/data ¾coh ¾inc ¾abs Tm c Note
File name [barns] [barns] [barns] [K] [m/s]
Cs liq tot.sqw 3.69 0.21 29.0 301.6 1090 Measured
Ge liq coh.sqwand Ge liq inc.sqw 8.42 0.18 2.2 1211.4 5400 Ab-initio MD
He4 liq coh.sqw 1.34 0 0.00747 0 240 Measured
Rb liq coh.sqwand Rb liq inc.sqw 6.32 0.5 0.38 312.46 1300 ClassicalMD

Table 1.3: Liquids of the McStas library [7,8]. Low c and high ¾abs materials are high-
lighted.

1.7 Comp onent validation

Somecomponents werechecked for release1.9: the Fermi choppers, the velocity selectors,
2 of the guide components and Sourcegen. The results are sumarized in a talk available
online (http://www.ill.fr/tas/mcstas/doc/ValMcStas.pdf ).

Velocity selector and Fermi chopper were treated as black boxes and the resulting
line shapes cross-checked against analytical functions for some cases. The component
'Selector' showed no dependenceon the distance between guide and selector axe. This
is corrected at the moment. Apart from that the component yielded correct results.
That wasdi®erent with the Fermi chopper components. The component 'Chopper Fermi',
which hasbeenpart of the McStasdistribution for a long time, gave wrong results and was
removed from the package. The new 'Vitess ChopperFermi' (transferred from the VITESS
package)showed mainly correct behaviour. Little bugswerecorrectedafter the ¯rst tests.
At the moment, there is only the problem left that it underestimates the in°uence of a
shadowing cylinder. With the contributed 'FermiChopper' component, there were also
minor problems, which are all corrected in the meantime.

For the guides,several tra jectories through di®erent kinds of guides(straight, conver-
gent, divergent) were calculated analytically and positions, directions and lossesof re°ec-
tions comparedto the valuescalculated in the components. This wasdonefor 'Guide' and
'Guide gravit y'; in the latter casecalculations were performed with and without gravit y.
Additionally a cross-check against the VITESS guide module was performed. Waviness,
chamfers and channels were not checked. After correction of a bug in 'Guide gravit y',
both components worked perfectly (within the conditions tested.)

'Source gen' was cross-checked against the VITESS source module for the caseof 3
Maxwellians describing the moderator characteristic and typical sizesthe guide and its
distance to the moderator. It showed the sameline shape as a functions of wavelength
and divergenceand the sameabsolute values.

1.8 Disclaimer, bugs

We would like to emphasizethat the usageof both the McStas software, as well as its
components are the responsability of the users. Indeed, obtaining accurate and reliable
results requiresa substantial work when writing instrument descriptions. This alsomeans
that usersshould read carefully both the documentation from the manuals [2] and from
the component itself (using mcdoccomp) before reporting errors. Most anomalousresults
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often originate from a wrong usageof somepart of the package.
Anyway, if you ¯nd that either the documentation is not clear, or the behavior of the

simulation is undoubtedly anomalous,you should report this to us at mcstas@risoe.dk
and refer to our special bug/request reporting service[4].
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Chapter 2

Mon te Carlo Techniques and
simulation strategy

This chapter explains the simulation strategy and the Monte Carlo techniques used in
McStas. We ¯rst explain the concept of the neutron weight factor, and discussthe statis-
tical errors in dealing with sums of neutron weights. Secondly, we give an expressionfor
how the weight factor transforms under a Monte Carlo choice and specialize this to the
concept of direction focusing. Finally, we present a way of generating random numbers
with arbitrary distributions.

2.1 Neutron spectrometer simulations

Neutron scattering instruments are built as a seriesof neutron optics elements. Each of
theseelements modi¯es the beamcharacteristics (e.g. divergence,wavelength spread,spa-
tial and time distributions) in a way which may be modeled through analytical methods,
for simpli¯ed neutron beam con¯gurations. This stands for individual elements such as
guides[9,10], choppers [11,12], Fermi choppers [13,14], velocity selectors[15], monochro-
mators [16{19], and detectors [20{22]. In the caseof selectedneutron instrument parts,
one may use e±ciently the so-calledacceptancediagram theory [10,23,24] within which
the neutron beam distributions are consideredto be homogeneousor gaussian. However,
the concatenation of a high number of neutron optical elements, which indeed constitute
real instruments, brings additional complexity by intro ducing strong correlations between
neutron beam parameters: divergenceand position - which is the basisof the acceptance
diagram method - but also wavelength and time. The usual analytical methods (phase-
spacetheory...) then reach their limit of validit y in the description of the resulting ¯ne
e®ects.

In principle, computing individual neutron event propagation at each instrument part,
using analytical and numerical models, is not such a hard task. The useof probablilities
is common to describe microscopic physical processes.Integrating all these events over
the propagation path will result in an estimation of measurablequantities characterizing
the neutron instrument. Moreover, using variance reduction (e.g. importance sampling),
whenever possible, will both speed-up the computation and achieve a better accuracy.
What we just sketched is nothing else than the basis of the Monte-Carlo (MC) method
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[25], applied to neutron ray-tracing instrumentation.

2.1.1 Mon te Carlo ray tracing simulations

Mathematically, the Monte-Carlo method is an application of the law of large numbers
[25,26]. Let f (u) be a ¯nite continuous integrable function of parameter u for which an
integral estimate is desirable. The discrete statistical mean value of f (computed as a
series)in the uniformly sampled interval a < u < b convergesto the mathematical mean
value of f over the sameinterval.

lim
n!1

1
n

nX

i =1 ;a· u i · b

f (ui ) =
1

b¡ a

Z b

a
f (u)du (2.1)

In the case were the ui values are regularly sampled, we come to the well known
midpoint integration rule. In the casewere the ui values are randomly (but regularly)
sampled, this is the Monte-Carlo integration technique. As random generators are not
perfect, we rather talk about quasi-Monte-Carlo technique. We encouragethe reader to
refer to James[25] for a detailed review on the Monte-Carlo method.

Although early implementations of the method for neutron instruments used home-
made computer programs (seee.g. papers by J.R.D. Copley, D.F.R. Mildner, J.M. Car-
penter, J. Cook), more general packageshave been designed,providing models for most
parts of the simulations. These present existing packagesare: NISP [27], ResTrax [28],
McStas [1,3,29], Vitess [30,31], and IDEAS [32]. Their usageusually covers all types
of neutron spectrometers, most of the time through a user-friendly graphical interface,
without requiring programming skills.

The neutron ray-tracing Monte-Carlo method has been used widely for e.g. guide
studies [23,33,34], instrument optimization and design [35,36]. Most of the time, the
conclusionsand general behaviour of such studies may be obtained using the classical
analytical approaches, but accurate estimates for the °ux, the resolutions, and generally
the optimum parameter set, bene¯t advantageously from MC methods.

Recently , the conceptof virtual experiments, i.e. full simulations of a completeneutron
experiment, hasbeensuggestedas the main goal for neutron ray-tracing simulations. The
goal is that simulations should be of bene¯t to not only instrument builders, but also to
usersfor training, experiment planning, diagnostics,and data analysis.

2.2 The neutron weight

A totally realistic semi-classicalsimulation will require that each neutron is at any time
either present or lost. In many instruments, only a very small fraction of the initial
neutrons will ever be detected, and simulations of this kind will therefore waste much
time in dealing with neutrons that never hit the detector.

An important way of speedingup calculations is to intro ducea neutron "weight factor"
for each simulated neutron ray and to adjust this weight according to the path of the ray.
If e.g. the re°ectivit y of a certain optical component is 10%, and only re°ected neutrons
ray are consideredin the simulations, the neutron weight will be multiplied by 0.10 when
passing this component, but every neutron is allowed to re°ect in the component. In
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contrast, the totally realistic simulation of the component would require in average ten
incoming neutrons for each re°ected one.

Let the initial neutron weight be p0 and let us denote the weight multiplication factor
in the j 'th component by ¼j . The resulting weight factor for the neutron ray after passage
of the whole instrument becomesthe product of all contributions

p = pn = p0

nY

j =1

¼j : (2.2)

For convenience,the value of p is updated (within each component) during the simulation.
Simulation by weight adjustment is performed whenever possible. This includes

² Transmissionthrough ¯lters.

² Transmissionthrough Soller blade collimator (in the approximation which doesnot
take each blade into account).

² Re°ection from monochromator (and analyser) crystals with ¯nite re°ectivit y and
mosaicity.

² Passageof a continuous beam through a chopper.

² Scattering from samples.

2.2.1 Statistical errors of non-in teger counts

In a typical simulation, the result will consist of a count of neutrons histories ("ra ys")
with di®erent weights. The sum of these weights is an estimate of the mean number of
neutrons hitting the monitor (or detector) per secondin a \real" experiment. One may
write the counting result as

I =
X

i

pi = N p; (2.3)

where N is the number of neutrons in the detector and the vertical bar denote averaging.
By performing the weight transformations, the (statistical) meanvalue of I is unchanged.
However, N will in generalbe enhanced,and this will improve the accuracy of the simu-
lation.

To give an estimate of the statistical error, we proceed as follows: Let us ¯rst for
simplicit y assumethat all the counted neutron weights are almost equal, pi ¼ p, and
that we observe a large number of neutrons, N ¸ 10. Then N almost follows a normal
distribution with the uncertainty ¾(N ) =

p
N 1. Hence,the statistical uncertainty of the

observed intensity becomes
¾(I ) =

p
N p = I =

p
N ; (2.4)

as is used in real neutron experiments (where p ´ 1). For a better approximation we
return to Eq. (2.3). Allowing variations in both N and p, we calculate the variance of the
resulting intensity, assumingthat the two variables are independent:

¾2(I ) = ¾2(N )p2 + N 2¾2(p): (2.5)
1This is not correct in a situation where the detector counts a large fraction of the neutrons in the

simulation, but we will neglect that for now.
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Assuming that N follows a normal distribution, we reach ¾2(N )p2 = N p2. Further,
assumingthat the individual weights, pi , follow a Gaussiandistribution (which in many
casesis far from the truth) we have N 2¾2(p) = ¾2(

P
i pi ) = N ¾2(pi ) and reach

¾2(I ) = N
¡
p2 + ¾2(pi )

¢
: (2.6)

The statistical variance of the pi 's is estimated by ¾2(pi ) ¼ (
P

i p2
i ¡ N p2)=(N ¡ 1). The

resulting variance then reads

¾2(I ) =
N

N ¡ 1

Ã
X

i

p2
i ¡ p2

!

: (2.7)

For almost any positive value of N , this is very well approximated by the simple expression

¾2(I ) ¼
X

i

p2
i : (2.8)

As a consistencycheck, we note that for all pi equal, this reducesto eq. (2.4)
In order to compute the intensities and uncertainties, the detector components in

McStas thus must keeptrack of N =
P

i p0
i ; I =

P
i p1

i , and M 2 =
P

i p2
i .

2.3 Weight factor transformations during a Mon te Carlo
choice

When a Monte Carlo choicemust be performed, e.g. when the initial energyand direction
of the neutron ray is decidedat the source,it is important to adjust the neutron weight so
that the combined e®ectof neutron weight changeand Monte Carlo probabilit y of making
this particular choice equalsthe actual physical properties we like to model.

Let us follow up on the simpleexampleof transmission. The probabilit y of transmitting
the real neutron is T, but we make the Monte Carlo choice of transmitting the neutron
ray each time: f MC = 1. This must be re°ected on the choiceof weight multiplier ¼j gven
by the master equation

f MC ¼j = P: (2.9)

This probabilit y rule is general, and holds also if, e.g., it is decided to transmit only
half of the rays (f MC = 0:5). An important di®erent example is elastic scattering from a
powder sample, where the Monte-Carlo choicesare the particular powder line to scatter
from, the scattering position within the sampleand the ¯nal neutron direction within the
Debye-Scherrer cone.

2.3.1 Direction focusing

An important application of weight transformation is direction focusing. Assume that
the sample scatters the neutron rays in many directions. In general, only neutron rays
in someof these directions will stand any chanceof being detected. These directions we
call the interesting directions. The idea in focusing is to avoid wasting computation time
on neutrons scattered in the other directions. This tric k is an instance of what in Monte
Carlo terminology is known as importance sampling.
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If e.g. a samplescatters isotropically over the whole 4¼solid angle, and all interesting
directions are known to be contained within a certain solid angle interval ¢ ­ , only these
solid angles are used for the Monte Carlo choice of scattering direction. According to
Eq. (2.9), the weight factor will then have to be changedby the amount ¼j = j¢ ­ j=(4¼).
One thus ensures that the mean simulated intensity is unchanged during a "correct"
direction focusing,while a too narrow focusingwill result in a lower (i.e. wrong) intensity,
sincewe cut neutrons rays that should have counted.

2.4 Adaptiv e sampling

Another strategy to improve sampling in simulations is adaptive importance sampling,
where McStas during the simulations will determine the most interesting directions and
gradually change the focusing according to that. Implementation of this idea is found in
the Source adapt and Source Optimizer components.
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Chapter 3

Source comp onents

McStas contains a number of di®erent sourcecomponents, and any simulation will contain
exactly one of thesesources.The main function of a sourceis to determine a set of initial
parameters(r ; v ; t) for each neutron ray. This is doneby Monte Carlo choicesfrom suitable
distributions. For example, in most present sourcesthe initial position is found from a
uniform distribution over the source surface, which can be chosen to be either circular
or rectangular. The initial neutron velocity is selectedwithin an interval of either the
corresponding energy or the corresponding wavelength. Polarization is not relevant for
sources,and we initialize the neutron averagespin to zero: s = (0; 0; 0).

For time-of-°igh t sources,the choice of the emissiontime, t, is being made on basisof
detailed analytical expressions.For other sources,t is set to zero. In the caseone would
like to use a steady state source with time-of-°igh t settings, the emission time of each
neutron ray should be determined using a Monte Carlo choice. This may be achieved by
the EXTENDkeyword in the instrument description sourceas in the examplebelow:

TRACE

COMPONENTMySource=Source_gen(...) AT (...)
EXTEND
%{

t = 1e-3*randpm1(); /* set time to +/- 1 ms */
%}

3.0.1 Neutron °ux

The °ux of the sourcesdeserves special attention. The total neutron intensity is de¯ned
as the sum of weights of all emitted neutron rays during one simulation (the unit of total
neutron weight is thus neutrons per second). The °ux, Ã, at an instrument is de¯ned as
intensity per area perpendicular to the beam direction.

The source°ux, ©, is de¯ned in di®erent units: the number of neutrons emitted per
secondfrom a 1 cm2 areaon the sourcesurface,with direction within a 1 ster. solid angle,
and with wavelength within a 1 ºA interval. The total intensity of real neutrons emitted
towards a given diaphragm (units: n/sec) is therefore (for constant ©):

I total = ©A¢­¢ ¸; (3.1)
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Figure 3.1: A circular sourcecomponent (at z=0) emitting neutron events randomly, either
from a model, or from a data ¯le.

whereA is the sourcearea,¢­ is the solid angleof the diaphragm asseenfrom the source
surface, and ¢ ¸ is the width of the wavelength interval in which neutrons are emitted
(assuminga uniform wavelength spectrum).

The simulations are performed so that detector intensities are independent of the
number of neutron histories simulated (although more neutron histories will give better
statistics). If Nsim denotesthe number of neutron histories to simulate, the initial neutron
weight p0 must be set to

p0 =
N total

Nsim
=

©(¸ )
Nsim

A­¢ ¸; (3.2)

where the source°ux is now given a ¸ -dependence.
As a start, we recommand new McStas usersto use the Source simple component.

Slightly more realistic sourcesare Source Maxw ell 3 for continuoussourcesor Mo der-
ator for time-of-°igh t sources.

Optimizers can dramatically improve the statistics, but may occasionally give wrong
results, due to misleadedoptimization. You should always check such simulations with
(shorter) non-optimized ones.

Other ways to speed-upsimulations are to read events from a ¯le. Seesection 3.11 for
details.
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3.1 Source simple: A simple contin uous source with a °at
energy/w avelength spectrum

Name: Sourcesimple
Author: System
Input parameters r s, zfoc, w, h, E0, ¢ E , ª
Optional parameters ¸ 0, d¸
Notes Validated. t=0

This component is a simple source with an energy distribution which is uniform in
the range E0 § dE (alternativ ely: a wavelength distribution in the range ¸ 0 § d¸ ). This
component is not used for detailed time-of-°igh t simulations, so we put t = 0 for all
neutron rays.

The initial neutron ray position is chosenrandomly from within a circle of radius r s

in the z = 0 plane. This geometry is a fair approximation of a cylindrical cold/thermal
sourcewith the beam going out along the cylinder axis.

The initial neutron ray direction is focusedonto a rectangular target of width w, height
h, parallel to the xy plane placed at (0; 0; zfoc).

The initial weight of the created neutron ray, p0, is set to the energy-integrated °ux,
ª, times the sourcearea, ¼r 2

s times a solid-anglefactor, which is basically the solid angle
of the focusing rectangle. Seealso the section 3.0.1 on source°ux.

This component replaces the obsolete components Source°ux lambda, Source°at,
Source°at lambda, and Source°ux.

3.2 Source div: A contin uous source with speci¯ed div er-
gence

Name: Sourcediv
Author: System
Input parameters w, h, ±h , ±v , E0, ¢ E
Optional parameters ¸ 0, ¢ ¸ , gauss
Notes Validated. t=0

Source div is a rectangular source,w£ h, which emits a beamof a speci¯ed divergence
around the direction of the z axis. The beam intensity is uniform over the whole of
the source,and the energy (or wavelength) distribution of the beam is uniform over the
speci¯ed energy range E0 § ¢ E (in meV), or alternativ ely the wavelength range ¸ 0 § ±̧
(in ºA).

The sourcedivergenciesare ±h and ±v (FWHM in degrees).If the gauss °ag is set to
0 (default), the divergencedistribution is uniform, otherwise it is Gaussian.

This component may be used as a simple model of the beam pro¯le at the end of a
guide or at the sampleposition.

22 Ris¿{R{1538(EN)



3.3 Source Maxw ell 3: A contin uous source with a Maxw ellian
spectrum

Name: SourceMaxwell 3
Author: System
Input parameters h, w, dfoc, xw, yh, ¸ low , ¸ high , I 1, T1

Optional parameters I 2, T2, I 3, T3

Notes Validated. t=0

This component is a sourcewith a Maxwellian energy/wavelengthdistribution sampled
in the range¸ low to ¸ high . The initial neutron ray position is chosenrandomly from within
a rectangle of area h £ w in the z = 0 plane. The initial neutron ray direction is focused
within a solid angle, de¯ned by a rectangular target of width xw, height yh, parallel to
the xy plane placed at (0; 0; dfoc). The energy distribution used is a sum of 1, 2, or 3
Maxwellians with temperatures T1 to T3 and integrated intensities I 1 to I 3.

For one single Maxwellian, the intensity in a small wavelength interval [¸; ¸ + d¸ ] is
I 1M (¸; T1)d¸ where M (¸; T1) = 2®2 exp(¡ ®=¸ 2)=¸ 5 is the normalized Maxwell distribu-
tion (® = 949:0 K ºA2=T1). The initial weight of the created neutron ray, p0, is calculated
according to Eq. (3.2), with ª( ¸ ) replacedby

P 3
j =1 I j M (¸; Tj ).

The component Source gen (seesection3.4) works on the sameprinciple, but provides
more options concerningwavelength/energy range speci¯cations, shape, etc.

Maxwellian parametersfor somecontinuoussourcesare given in Table 4.1. As nobody
knows exactly the characteristics of the sources(it is not easyto measurespectrum there),
these¯gures should be usedwith caution.

3.4 Source gen: A general contin uous source

Name: Sourcegen
Author: (System) E. Farhi, ILL
Input parameters w, h, xw, yh, E0, ¢ E , T1, T2, T3, I 1, I 2, I 3

Optional parameters r , ¸ 0, d¸ , Emin , Emax , ¸ min , ¸ max

Notes Validated for Maxwellian expressions.t=0

This component is a continuous neutron source(rectangular or circular), which aims
at a rectangular target centered at the beam. The angular divergenceis given by the
dimensionsof the target. The shape may be rectangular (dimension h and w), or a disk
of radius r . The wavelength/energy range to emit is speci¯ed either using center and
half width, or using minimum and maximum boundaries, alternativ ely for energy and
wavelength. The °ux spectrum is speci¯ed with the sameMaxwellian parameters as in
component SourceMaxwell 3 (refer to section 3.3).

Maxwellian parametersfor somecontinuoussourcesare given in Table 4.1. As nobody
knows exactly the characteristics of the sources(it is not easyto measurespectrum there),
these¯gures should be usedwith caution.
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SourceName T1 I 1 T2 I 2 T3 I 3 factor
PSI cold source 150.4 3.67e11 38.74 3.64e11 14.84 0.95e11 * I target (mA)
ILL VCS (H1) 216.8 1.24e13 33.9 1.02e13 16.7 3.042e12
ILL HCS (H5) 413.5 10.22e12 145.8 3.44e13 40.1 2.78e13

ILL Thermal(H2) 683.7 5.874e12 257.7 2.51e13 16.7 1.034e12 /2.25
ILL Hot source 1695 1.74e13 708 3.9e12

Table 3.1: Flux parameters for present sources used in components Sourcegen and
SourceMaxwell 3. For some cases,a correction factor to the intensity should be used
to reach measureddata; for the PSI cold source, this correction factor is the beam cur-
rent, I target , which is currently of the order 1.2 mA.

3.5 Mo derator: A time-of-°igh t source (pulsed)

Name: Moderator
Author: (System) Mark Hagen,SNS
Input parameters r s, E0, E1, zf , w, h, ¿0, Ec, °
Optional parameters
Notes

The simple time-of-°igh t sourcecomponent Mo derator resembles the sourcecompo-
nent Source simple described in 3.1. Mo derator is circular with radius r s and focuses
on a rectangular target of area w £ h in a distance zf . The initial velocity is chosenwith
a linear distribution within an interval, de¯ned by the minimum and maximum energies,
E0 and E1, respectively.

The initial time of the neutron is determined on basisof a simple heuristical model for
the time dependenceof the neutron intensity from a time-of-°igh t source. For all neutron
energies,the °ux decay is assumedto be exponential,

ª( E ; t) = exp(¡ t=¿(E)) ; (3.3)

where the decay constant is given by

¿(E) =
½

¿0 ; E < Ec

¿0=[1 + (E ¡ Ec)2=°2] ; E ¸ Ec
(3.4)

The decay parametersare ¿0 (in ¹ s), Ec, and ° (both in meV).
Other pulsed sourcemodels are available from contributed components. Seesection

3.11.

3.6 ISIS mo derator: ISIS pulsed mo derators

Name: ISIS moderator
Author: S. Ansell and D. Champion, ISIS
Input parameters Face,E0; E1; dist; xw; yh; CAngle;SAC
Optional parameters modXsize,modYsize
Notes Validated. Low statistics above 20 ºA. Kink aroung 9 ºA.
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3.6.1 In tro duction

The following document describes the functions obtained for models of TS2 as described
in Table 3.2:

target 3.4cm diameter tantalum clad tungsten
re°ector Be + D2O (80:20) at 300K
Composite Moderator H2 + CH4

Coupled Groove: 3x8._3 cm 26K solid-CH4

Hydrogen: 12x11cm22K liquid H2

PoisonedModerator solid-CH4 26K
Decoupled Narrow: Gd poison at 2.4 cm - 8 vanes

Broad: 3.3 cm { not fully decoupled
PreModerators 0.85 cm and 0.75 cm H2O

Table 3.2: Description of Models

TS1 model is from the tungsten target as currently installed and positioned. The
model also includes the MERLIN moderator, this makes no signi¯cant di®erenceto the
other moderator faces.

3.6.2 Using the McStas Mo dule

You MUST ¯rst set the environment variable `MCTABLES' to be the full path of the
directory containing the table ¯les:

BASH: export MCTABLES=/usr/local/lib/mcstas/contrib/ISIS\_tables/\\
TCSH: setenv MCTABLES/usr/local/lib/mcstas/contrib/ISIS\_tables/

In Windows this can be done using the `My Computer' properties and selecting the `Ad-
vanced' tab and the Environment variables button. This can of coursebe overridden by
placing the appropriate moderator (h.face) ¯les in the working directory.

The module requires a set of variables listed in Table 3.3 and described below.
The Face variable determines the moderator surface that will be viewed. There are

two typesof Face variable: i) Views from the centre of each moderator facede¯ned by the
name of the moderator, for TS1: Water, H2, CH4, Merlin and TS2: Hydrogen, Groove,
Narrow, Broad. ii) Views seenby each beamline, for TS1: Prisma, Maps, crisp etc. and
for TS2: E1-E9 (East) and W1-W9 (West).

The McStasdistribution includessomeexamplemoderator ¯les for TS1 (water,h2,ch4)
and TS2 (broad, narrow, hydrogen,groove), but othersareavailable at http://www.isis.rl.ac.uk/Computing/Software/MC/ ,
including instrument speci¯c models.

Variables E0 and E1 de¯ne an energywindow for sampledneutrons. This can be used
to increasethe statistical accuracy of chopper and mirrored instruments. However, E0
and E1 cannot be equal (although they can be close). By default thesearguments select
energy in meV, if negative valuesare given, selectionwill be in terms of Angstroms.

Variablesdist, xw and yh are the three component which will determine the directional
acceptancewindow. They de¯ne a rectangle with centre at (0,0,dist) from the moderator
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position and with width xw meters and height yh meters. The initial direction of all the
neutrons are chosen(randomly) to originate from a point on the moderator surfaceand
along a vector, such that without obstruction (and gravitational e®ects),they would pass
through the rectangle. This should be usedas a directional guide. All the neutrons start
from the surfaceof the moderator and will be diverted/absorbed if they encountered other
components. The guide system can be turned o®by setting dist to zero.

The CAnglevariable is usedto rotate the vieweddirection of the moderator and reduces
the e®ective solid angleof the moderator face. Currently it is only for the horizontal plane.
This is redundant sincethere are beamline speci¯c h.face ¯les.

The two variables modYsize and modXsize allow the moderators to be e®ectively re-
duced/increased. If thesevariables are given negative or zero values then they default to
the actual visible surfacesizeof the moderators.

The last variable SAC will correct for the di®erent solid angle seenby two focussing
windows which are at di®erent distancesfrom the moderator surface. The normal mea-
surement of °ux is in neutrons/second/ºA/cm 2/str, but in a detector it is measuredin
neutrons/second. Therefore if all other denominators in the °ux are multiplied out then
the °ux at a point-sized focus window should follow an inverse square law. This solid
angle correction is made if the SAC variable is set equal to 1, it will not be calculated if
SAC is set to zero. It is advisable to select this variable at all times as it will give the
most realistic results

3.6.3 Comparing TS1 and TS2

The Flux data provided in both sets of h.face ¯les is for 60 ¹ Amp sources. To compare
TS1 and TS2, the TS1 data must be multiplied by three (current averagestrength of TS1
source 180 ¹ Amps). When the 300 ¹ Amp upgrade happensthis factor should be revised
accordingly.

3.6.4 Bugs

Sometimesif a particularly long wavelength ( > 20 ºA) is requestedthere may be problems
with sampling the data. In generalthe data usedfor long wavelengthsshouldonly be taken
asa guide and not usedfor accuratesimulations. At 9 ºAthere is a kink in the distribution
which is also to do with the MCNPX model changing. If this energy is sampledover then
the results should be consideredcarefully.
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Variable Type Options Units Description
Face
(TS2)

char* i) Hydrogen Groove Nar-
row Broad, ii)
E1-E9 W1-W9

{ String which designates the
name of the face

Face
(TS1)

char* i) H2 CH4 Merlin Wa-
ter, ii) Maps Crisp Gem
EVS HET HRPD Iris
Mari Polaris Prisma San-
dals Surf SXD Tosca

{ String which designates the
name of the face

E0 °oat 0< E0< E1 meV
(ºA)

Only neutrons above this en-
ergy are sampled

E1 °oat E0< E1< 1e10 meV
(ºA)

Only neutrons below this en-
ergy are sampled

dist °oat 0 < dist < 1 m Distance of focuswindow from
faceof moderator

xw °oat 0 < xw < 1 m x width of the focus window
yh °oat 0 < yh < 1 m y height of the focus window
CAngle °oat -360 < CAngle < 360 o Horizontal angle from the nor-

mal to the moderator surface
modXsize °oat 0 < modX size < 1 m Horizontal sizeof the modera-

tor (defaults to actual size)
modYsize °oat 0 < modYsize < 1 m Vertical size of the moderator

(defaults to actual size)
SAC int 0,1 n/a Solid Angle Correction

Table 3.3: Brief Description of Variables
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3.7 Source adapt: A neutron source with adaptiv e imp or-
tance sampling

Name: Sourceadapt
Author: K. Nielsen
Input parameters xmin , xmax , ymin , ymax , E0, dE, dist, xw, yh, ©
Optional parameters ®, ¯ (plenty, default valuesare ok)
Notes partially validated

Source adapt is a neutron sourcethat usesadaptive importance sampling to improve
the e±ciency of the simulations. It works by changing on-the-°y the probabilit y distri-
butions from which the initial neutron state is sampled so that samplesin regions that
contribute much to the accuracyof the overall result are preferred over samplesthat con-
tribute little. The method canachieve improvements of a factor of ten or sometimesseveral
hundred in simulations where only a small part of the initial phasespacecontains useful
neutrons. This component usesthe correlation between neutron energy, initial direction
and initial position.

The physical characteristics of the sourceare similar to those of Source simple (see
section 3.1). The sourceis a thin rectangle in the x-y plane with a °at energy spectrum
in a user-speci¯ed range. The °ux, ©, per area per steradian per ºAngstr¿m per secondis
speci¯ed by the user.

The initial neutron weight is given by Eq. (3.2) using ¢ ¸ asthe total wavelength range
of the source. A later version of this component will probably include a ¸ -dependenceof
the °ux.

We usethe input parametersdist, xw, and yh to set the focusing as for Sourcesimple
(section 3.1). The energyrangewill be from E0 ¡ dE to E0 + dE. ¯lename is usedto give
the nameof a ¯le in which to output the ¯nal samplingdestribution, seebelow. Neng, Npos,
and Ndiv are used to set the number of bins in each dimensions. Good general-purpose
values for the optimization parameters are ® = ¯ = 0:25. The number of bins to choose
will depend on the application. More bins will allow better adaption of the sampling, but
will require more neutron histories to be simulated before a good adaption is obtained.
The output of the sampling distribution is only meant for debugging,and the units on the
axis are not necessarilymeaningful. Setting the ¯lename to NULLdisablesthe output of
the sampling distribution.

3.7.1 Optimization disclaimer

A warning is in place here regarding potentially wrong results using optimization tech-
niques. It is highly recommandedin any caseto benchmark 'optimized' simulations against
non-optimized ones, checking that obtained results are the same, but hopefully with a
much improved statistics.

3.7.2 The adaption algorithm

The adaptive importance sampling works by subdividing the initial neutron phasespace
into a number of equal-sizedbins. The division is doneon the three dimensionsof energy,
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horizontal position, and horizontal divergence,using Neng, Npos, and Ndiv number of bins
in each dimension, respectively. The total number of bins is therefore

Nbin = NengNposNdiv (3.5)

Each bin i is assigneda sampling weight wi ; the probabilit y of emitting a neutron within
bin i is

P(i ) =
wi

P Nbin
j =1 wj

(3.6)

In order to avoid false learning, the sampling weight of a bin is kept larger than wmin ,
de¯ned as

wmin =
¯

Nbin

NbinX

j =1

wj ; 0 · ¯ · 1 (3.7)

This way a (small) fraction ¯ of the neutrons are sampleduniformly from all bins, while
the fraction (1 ¡ ¯ ) are sampled in an adaptive way.

Comparedto a uniform sampling of the phasespace(where the probabilit y of each bin
is 1=Nbin ), the neutron weight must be adjusted as given by (2.9)

¼1 =
P1

f MC ;1
=

1=Nbin

P(i )
=

P Nbin
j =1 wj

Nbin wi
; (3.8)

where P1 is understood by the "natural" uniform sampling.
In order to set the criteria for adaption, the Adapt check component is used (see

section 3.8). The sourceattemps to sample only from bins from which neutrons are not
absorbed prior to the position in the instrument at which Adapt check is placed. Among
those bins, the algorithm attemps to minimize the variance of the neutron weights at the
Adapt check position. Thus bins that would give high weights at the Adapt check
position are sampledmore often (lowering the weights), while those with low weights are
sampled lessoften.

Let ¼= pac=p0 denote the ratio between the neutron weight p1 at the Adapt check
position and the initial weight p0 just after the source. For each bin, the component keeps
track of the sum § of ¼'s aswell asof the total number of neutrons n i from that bin. The
averageweight at the Adapt source position of bin i is thus § i =ni .

We now distribute a total sampling weight of ¯ uniformly among all the bins, and
a total weight of (1 ¡ ¯ ) among bins in proportion to their averageweight § i =ni at the
Adapt source position:

wi =
¯

Nbin
+ (1 ¡ ¯ )

§ i =ni
P Nbins

j =1 § j =nj
(3.9)

After each neutron event originating from bin i , the sampling weight wi is updated.
This basic idea can be improved with a small modi¯cation. The problem is that until

the sourcehas had the time to learn the right sampling weights, neutrons may be emitted
with high neutron weights (but low probabilit y). These low probabilit y neutrons may
account for a large fraction of the total intensity in detectors, causing large variancesin
the result. To avoid this, the component emits early neutrons with a lower weight, and
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later neutronswith a higher weight to compensate.This way the neutrons that areemitted
with the best adaption contribute the most to the result.

The factor with which the neutron weights are adjusted is given by a logistic curve

F (j ) = C
y0

y0 + (1 ¡ y0)e¡ r 0 j (3.10)

where j is the index of the particular neutron history, 1 · j · Nhist . The constants y0,
r0, and C are given by

y0 =
2

Nbin
(3.11)

r0 =
1
®

1
Nhist

log
µ

1 ¡ y0

y0

¶
(3.12)

C = 1 + log
µ

y0 +
1 ¡ y0

Nhist
e¡ r 0Nhist

¶
(3.13)

The number ® is given by the user and speci¯es (as a fraction betweenzero and one) the
point at which the adaption is consideredgood. The initial fraction ® of neutron histories
are emitted with low weight; the rest are emitted with high weight:

p0(j ) =
©

Nsim
A­¢ ¸

P Nbin
j =1 wj

Nbin wi
F (j ) (3.14)

The choice of the constants y0, r0, and C ensurethat
Z Nhist

t=0
F (j ) = 1 (3.15)

so that the total intensity over the whole simulation will be correct
Similarly, the adjustment of sampling weights is modi¯ed so that the actual formula

usedis

wi (j ) =
¯

Nbin
+ (1 ¡ ¯ )

y0

y0 + (1 ¡ y0)e¡ r 0 j

Ãi =ni
P Nbins

j =1 Ãj =nj
(3.16)

3.7.3 The implemen tation

The heart of the algorithm is a discrete distribution p. The distribution has N bins,
1: : : N . Each bin has a value vi ; the probabilit y of bin i is then vi =(

P N
j =1 vj ).

Two basic operations are possibleon the distribution. An update adds a number a to
a bin, setting vnew

i = vold
i + a. A search ¯nds, for given input b, the minimum i such that

b ·
iX

j =1

vj : (3.17)

The search operation is used to sample from the distribution p. If r is a uniformly dis-
tributed random number on the interval [0;

P N
j =1 vj ] then i = search(r ) is a random

number distributed according to p. This is seenfrom the inequality

i ¡ 1X

j =1

vj < r ·
iX

j =1

vj ; (3.18)
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from which r 2 [
P i ¡ 1

j =1 vj ; vi +
P i ¡ 1

j =1 vj ] which is an interval of length vi . Hence the

probabilit y of i is vi =(
P N

j =1 vj ). The update operation is used to adapt the distribution
to the problem at hand during a simulation. Both the update and the add operation can
be performed very e±ciently .

As an alternativ e, you may usethe Source Optimizer component (seesection 3.9).

3.8 Adapt check: The adaptativ e imp ortance sampling mon-
itor

Name: Adapt check
Author: K. Nielsen
Input parameters sourcecomp
Optional parameters
Notes validated

The component Adapt check is usedtogether with the Sourceadapt component - see
section 3.7 for details. When placed somewherein an instrument using Sourceadapt as a
source,the sourcewill optimize for neutrons that reach that point without being absorbed
(regardlessof neutron position, divergence,wavelength, etc).

The Adapt check component takesassingle input parameter source comp the nameof
the Sourceadapt component instance, for example:

...
COMPONENTmysource = Source_adapt(...)
...
COMPONENTmycheck = Adapt_check(source_comp = mysource)
...

Only one instance of Adapt check is allowed in an instrument.
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3.9 Source Optimizer: A general Optimizer for McStas

Name: SourceOptimizer
Author: E. Farhi, ILL
Input parameters options
Optional parameters bins, step, keep
Notes partially validated

The component Source Optimizer is not exactly a source,but rather a neutron beam
modi¯er. It should be positioned after the source,anywhere in the instrument description.
The component optimizes the whole neutron °ux in order to achieve better statistics at
each Monitor Optimizer location(s) (seesection3.10for this latter component). It acts
on any incoming neutron beam (from any sourcetype), and more than one optimization
criteria location can be placed along the instrument.

The usageof the optimizer is very simple, and usually does not require any con¯gu-
ration parameter. Anyway the user can still customize the optimization through various
options.

In contrast to Source adapt , this optimizer does not record correlations between
neutron parameters. Neverthelessit is rather e±cient, enabling the user to increasethe
number of events at optimization criteria locations by typically a factor of 20. Hence,the
signal error bars will decreaseby a factor 4.5, sincethe overall °ux remains unchanged.

3.9.1 The optimization algorithm

When a neutron reachesthe Monitor Optimizer location(s), the component recordsits
previous position (x, y) and speed(vx ; vy ; vz) when it passedin the Source Optimizer .
Somedistribution tables of good neutrons characteristics are then built.

When a bad neutron comesto the Source Optimizer (it would then have few chances
to reach Monitor Optimizer ), it is changedinto a better one. That meansthat its posi-
tion and velocity coordinates are translated to better valuesaccordingto the good neutrons

distribution tables. The neutron energy (
q

v2
x + v2

y + v2
z ) is kept (as far as possible).

The Source Optimizer works as follow:

1. First of all, the Source Optimizer determinessomelimits (min and max) for vari-
ablesx; y; vx ; vy ; vz.

2. Then the component recordsthe non-optimized °ux distributions in arrays with bins
cells (default is 10 cells). This constitutes the Reference source.

3. The Monitor Optimizer records the good neutrons (that reach it) and communi-
cate an Optimized beam requirement to the Source Optimizer . However, retains
'keep' percent of the original Reference sourceis sent unmodi¯ed (default is 10 %).
The Optimized sourceis thus:

Optimized = keep * Reference
+ (1 - keep) [Neutrons that will reach monitor].
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4. The Source Optimizer transforms the bad neutrons into good onesfrom the Op-
timized source. The resulting optimised °ux is normalised to the non-optimized
one:

poptimiz ed = pinitial
Reference
Optimized

; (3.19)

and thus the overall °ux at Monitor Optimizer location is the sameas without
the optimizer. Usually, the processsendsmore good neutrons from the Optimized
sourcethan that in the Reference one. The energy(and velocity) spectra of neutron
beam is also kept, as far as possible. For instance, an optimization of vz will induce
a modi¯cation of vx or vy to try to keepjv j constant.

5. When the continuous optimization option is activated (by default), the processloops
to Step (3) every 'step' percent of the simulation. This parameter is computed
automatically (usually around 10 %) in auto mode, but can also be set by user.

During steps(1) and (2), somenon-optimized neutronswith original weight pinitial may
lead to spikeson detector signals. This is greatly improved by lowering the weight p during
these steps, with the smooth option. The component optimizes the neutron parameters
on the basisof independant variables (1D phase-spaceoptimization). However, it usually
does work ¯ne when these variables are correlated (which is often the casein the course
of the instrument simulation). The memory requirements of the component are very low,
as no big n-dimensional array is needed.

3.9.2 Using the Source Optimizer

To usethis component, just install the Source Optimizer after a source(but any location
is possibleafterwards in principle), and usethe Monitor Optimizer at a location where
you want to reach better statistics.

/* where to act on neutron beam*/
COMPONENToptim_s = Source_Optimizer(options="")
...
/* where to have better statistics */
COMPONENToptim_m = Monitor_Optimizer(
xmin = -0.05, xmax = 0.05,
ymin = -0.05, ymax = 0.05,
optim_comp = optim_s)
...
/* using more than one Monitor_Optimizer is possible */

The input parameter for Source Optimizer is a singleoptions string that can contain
some speci¯c optimizer con¯guration settings in clear language. The formatting of the
options parameter is free, as long as it contains some speci¯c keywords, that can be
sometimesfollowed by values.

The default con¯guration (equivalent to options = "") is

options = " continuous optimization, auto setting, keep = 0.1, bins = 0.1,
smooth spikes,SetXY+SetDivV+SetDivS".
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Parameters keep and step should be between 0 and 1. Additionally , you may restrict
the optimization to only someof the neutron parameters, using the SetXY, SetV, SetS,
SetDivV, SetDivS keywords. The keyword modi¯ers no or not revert the next option.
Other options not shown here are:

verbose displays optimization process (debug purpose).
unactivate to unactivate the Optimizer.
file=[name] Filename where to save optimized source distributions

The ¯le option will save the source distributions at the end of the optimization. If no
name is given the component name will be used,and a '.src' extensionwill be added. By
default, no ¯le is generated. The ¯le format is in a McStas 2D record style.

As an alternativ e, you may use the Sourceadapt component (seesection 3.7) which
performs a 3D phase-spaceoptimization.

3.10 Monitor Optimizer: Optimization locations for the
Source Optimizer

Name: SourceOptimizer
Author: E. Farhi, ILL
Input parameters optim comp
Optional parameters xmin , xmax , ymin ,ymax

Notes partially validated

The Monitor Optimizer component works with the Source Optimizer component.
Seesection 3.9 for usage.

The input parameters for Monitor Optimizer are the rectangular shaped open-
ing coordinates xmin , xmax , ymin , ymax , and the name of the associated instance of
Source Optimizer usedin the instrument description ¯le (one word, without quotes).

As many Monitor Optimizer instancesas required may be used in an instrument, for
possibly more than one optimization location. Multiple instancesmay all have an e®ect
on the total intensity.
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3.11 Other sources comp onents: contributed pulsed sources,
virtual sources (event ¯les)

There are many other sourcede¯nitions in McStas.
Detailed pulsed sourcecomponents are available for new facilities in a number of con-

tributed components:

² SNS(contrib/SNS source ),

² ISIS (contrib/ISIS mo derator ) seesection 3.6,

² ESS-project (ESS mo derator long and ESS mo derator short ).

When no analytical model (e.g. a Maxwellian distribution) exits, onemay have access
to measurements, estimated°ux distributions, event ¯les, and - better - to MCNP/T riploli4
neutron event records. The following components are then useful:

² misc/Virtual input can read a McStas event ¯le (in text or binary format), often
bringing an order-of-magnitude speed-up. Seesection 10.2.

² contrib/Virtual trip oli4 input doesthe same,but from event ¯les (text format)
obtained from the Tripoli4 [37] reactor simulation program. Such ¯les are usually
huge.

² misc/Vitess input can read Vitess [31] neutron event binary ¯les.

² optics/Filter gen reads a 1D distribution from a ¯le, and may either modify or
set the °ux according to it. Seesection 4.4.

² A component for reading MCNP "PTRA C" records is planed for a future release.
Pleasecontact us if you like to participate.
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Chapter 4

Beam optical comp onents: Arms,
slits, collimators, and ¯lters

This chapter contains a number of optical components that is usedto modify the neutron
beam in various ways, as well as the \generic" component Arm .

4.1 Arm: The generic comp onent

Name: Arm
Author: System
Input parameters (none)
Optional parameters (none)
Notes

The component Arm is empty; is resembles an optical bench and has no e®ecton the
neutron ray. The purposeof this component is only to provide a standard meansof de¯ning
a local co-ordinate system within the instrument de¯nition. Other components may then
be positioned relative to the Arm component using the McStas meta-language.The use
of Arm components in the instrument de¯nitions is not required but is recommendedfor
clarit y. Arm has no input parameters.

4.2 Slit: A beam de¯ning diaphragm

Name: Slit
Author: System
Input parameters xmin , xmax , ymin , ymax

Optional parameters r , pcut

Notes

The component Slit is a very simple construction. It setsup an opening at z = 0, and
propagatesthe neutrons onto this plane (by the kernel call PROP Z0). Neutrons within
the slit opening are una®ected,while all other neutrons are discarded by the kernel call
ABSORB.

36 Ris¿{R{1538(EN)



By using Slit, someneutrons contributing to the background in a real experiment will
be neglected. Theseare the onesthat scatter o®the inner side of the slit, penetrates the
slit material, or clear the outer edgesof the slit.

The input parametersof Slit are the four coordinates, (xmin ; xmax ; ymin ; ymax ) de¯ning
the opening of the rectangle, or the radius r of a circular opening, depending on which
parametersare speci¯ed.

The slit component can alsobe usedto discard insigni¯cant (i.e. very low weight) neu-
tron rays, that in somesimulations may be very abundant and therefore time consuming.
If the optional parameter pcut is set, all neutron rays with p < pcut are ABSORB'ed. This
use is recommendedin connection with Virtual output .

4.3 Beamstop: A neutron absorbing area

Name: Beamstop
Author: System
Input parameters xmin , xmax , ymin , ymax

Optional parameters r
Notes

The component Beamstop can be seenas the reverseof the Slit component. It sets
up an areaat the z = 0 plane, and propagatesthe neutrons onto this plane (by the kernel
call PROP Z0). Neutrons within this area are ABSORB'ed, while all other neutrons are
una®ected.

By using this component, some neutrons contributing to the background in a real
experiment will be neglected. Theseare the onesthat scatter o®the sideof the beamstop,
or penetratesthe absorbingmaterial. Further, the holder of the beamstopis not simulated.

Beamstop can be either circular or rectangular. The input parametersof Beamstop
are the four coordinates, (xmin ; xmax ; ymin ; ymax ) de¯ning the opening of a rectangle, or
the radius r of a circle, depending on which parametersare speci¯ed.

If the "direct beam" (e.g. after a monochromator or sample) should not be simulated,
it is possibleto emulate an ideal beamstopsothat only the scatteredbeamis left; without
the useof Beamstop : This method is useful for instance in the casewhereonly neutrons
scattered from a sampleare of interest. The examplebelow removesthe direct beam and
any background signal from other parts of the instrument

COMPONENTMySample=V_sample(...) AT (...)
EXTEND
%{

if (!SCATTERED)ABSORB;
%}
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File name Description
Be.trm Berylium ¯lter for cold neutron spectrometers (e.g. k < 1:55

ºA ¡ 1)
HOPG.trm Highly oriented pyrolithic graphite for ¸= 2 ¯ltering (e.g. ther-

mal beam at k = 1.64, 2.662,and 4.1 ºA ¡ 1)
Sapphire.trm Sapphire (Al 2O3) ¯lter for fast neutrons (k > 6 ºA ¡ 1)

Table 4.1: Sometransmission data ¯les to be usedwith e.g. the Filter gen component

4.4 Filter gen: A general ¯lter using a transmission table

Name: Filter gen
Author: System
Input parameters xmin , xmax , ymin , ymax , f il e
Optional parameters options
Notes validated, °at ¯lter

This component is an ideal °at ¯lter that changesthe neutron °ux according to a 1D
input table (text ¯le).

Filter gen may act as a source(options="set") or a ¯lter (options="m ultiply", de-
fault mode). The table itself is a 2 column free format ¯le which accept comment lines.
The ¯rst table column represent wavevector, energy, or wavelength, as speci¯ed in the
options parameter, whereasthe secondcolumn is the transmission/weight modi¯er.

A usage example as a source would use options="wavelength, set" , if the ¯rst
column in the data is supposted to be ¸ (in ºA). Another exampleusing the component as
a ¯lter would be options="energy, multiply" if the ¯rst column is E (in meV).

The input parametersare the ¯lter window sizexmin , xmax , ymin , ymax , the behaviour
speci¯cation string options and the ¯le to use f il e. Additionally , rescaling can be made
automatic with the scaling and relative thick ness parameters. If for instance the trans-
mission data ¯le corresponds to a 5 cm thick ¯lter, and one would like to simulate a 10
cm thick ¯lter, then usethick ness = 2.

Someexampledata ¯les are given with McStas in the MCSTAS/datadirectory as*.trm
¯les for transmission.

The ¯lter geometry is a °at plane. A geometry with ¯nite thicknesscan be simulated
by surrounding this component with two slits.
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4.5 Collimator linear: The simple Soller blade collimator

Name: Collimator linear
Author: System
Input parameters xmin , xmax , ymin , ymax , L , ±
Optional parameters
Notes

Collimator linear models a standard linear Soller blade collimator. The collimator
has two identical rectangular openings, de¯ned by the x and y values. Neutrons not
clearing both openings are ABSORB'ed. The length of the collimator blades is denoted
L , while the distance betweenblades is called d.

The collimating e®ectis taken careof by employing an approximately triangular trans-
mission through the collimator of width (FWHM) ±, which is given in arc minutes, i.e.
± = 60 is one degree. If ± = 0, the collimating e®ectis disabled, so that the component
only consistsof two rectangular apertures.

For a more detailed Soller collimator simulation, taking every blade into account, it is
possibleto useChanneled guide with absorbing walls, seesection 5.3.

x

y

z

L

d

L

PSfrag replacements

xmin xmax

ymin

ymax

±

Figure 4.1: The geometry of a simple Soller blade collimators: The real Soller collimator,
seenfrom the top (left), and a sketch of the component Soller (right). The symbols are
de¯ned in the text.

4.5.1 Collimator transmission

The horizontal divergence, ´ h , is de¯ned as the angle between the neutron path and
the vertical y ¡ z plane along the collimator axis. We then de¯ne the collimation angle
as the maximal allowed horizontal divergence: ± = tan ¡ 1(d=L), seeFig. 4.1. Neutrons
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Figure 4.2: A radial collimator

with a horizontal divergenceangle j´ h j ¸ ± will always hit at least one collimator blade
and will thus be ABSORB'ed. For smaller divergenceangles, j´ h j < ±, the fate of the
neutron depends on its exact entry point. Assuming that a typical collimator has many
blades, the absolute position of each blade perpendicular to the collimator axis is thus
mostly unimportant. A simple statistical consideration now shows that the transmission
probabilit y is T = 1 ¡ tan j´ h j=tan ±. Often, the approximation T ¼ 1 ¡ j´ h j=± is used,
giving a triangular transmission pro¯le.

4.5.2 Algorithm

The algorithm of Collimator linear is roughly as follows:

1. Check by propagation if the neutron ray clear the entry and exit slits, otherwise
ABSORB.

2. Check if j´ h j < ±, otherwise ABSORB.

3. Simulate the collimator transmission by a weight transformation:

¼i = T = 1 ¡ tan j´ h j=tan ±; (4.1)

4.6 Collimator radial: A radial Soller blade collimator

Name: Collimator radial
Author: (System) E.Farhi, ILL
Input parameters w1, h1, w2, h2, len, µmin , µmax , nchan, r adius
Optional parameters divergence, nblades, r oc and others
Notes Validated
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This radial collimator works either using an analytical approximation like Collima-
tor linear (seesection 4.5), or with an exact model.

The input parametersare the inner radius r adius, the radial length len, the input and
output window dimensionsw1, h1, w2, h2, the number of Soller channelsnchan (each of
then being a single linear collimator) covering the angular interval [µmin , µmax ] anglewith
respect to the z-axis.

If the divergence parameter is de¯ned, the approximation level is used as in Colli-
mator linear (seesection 4.5). On the other hand, if you perfer to describe exactly the
number of bladesnblades assembled to build a single collimator channel, then the model
is exact, and traces the neutron tra jectory inside each Soller. The computing e±ciency is
then lowered by a factor 2.

The component can be made oscillating with an amplitude of r oc times § w1.
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Chapter 5

Re°ecting optical comp onents:
mirrors, and guides

This section describes advanced neutron optical components such as supermirrors and
guides as well as various rotating choppers. A description of the re°ectivit y of a super-
mirror is found in section 5.1.

This sectiondescribesadvancedneutron optical components such as supermirrors and
guides. A description of the re°ectivit y of a supermirror is found in section 5.1.

5.1 Mirror: The single mirror

Name: Mirror
Author: System
Input parameters l , h, m
Optional parameters R0; Qc; W; ®
Notes validated, no gravitation support

The component Mirror models a single rectangular neutron mirror plate. It can be
used as a sample component or to e.g. assemble a complete neutron guide by putting
multiple mirror components at appropriate locations and orientations in the instrument
de¯nition, much like a real guide is build from individual mirrors.

In the local coordinate system, the mirror lies in the ¯rst quadrant of the x-y plane,
with one corner at (0; 0; 0).

The input parameters of this component are the rectangular mirror dimensions(l ; h)
and the values of R0; m; Qc; W , and ® for the mirror re°ectivit y. As a special case, if
m = 0 then the re°ectivit y is zero for all Q, i.e. the surfaceis completely absorbing.

This component may produce wrong results with gravitation.

5.1.1 Mirror re°ectivit y

To compute the re°ectivit y of the supermirrors, we usean empirical formula derived from
experimental data [38], seeFig. 5.1. The re°ectivit y is given by

R =
½

R0 if Q · Qc
1
2R0(1 ¡ tanh[(Q ¡ mQc)=W])(1 ¡ ®(Q ¡ Qc)) if Q > Qc

(5.1)
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Here Q is the length of the scattering vector (in ºA ¡ 1) de¯ned by

Q = jk i ¡ k f j =
mn

~
jv i ¡ v f j; (5.2)

mn being the neutron mass. The number m in (5.1) is a parameter determined by the
mirror materials, the bilayer sequence,and the number of bilayers. As canbeseen,R = R0

for Q < Qc, where Qc is the critical scattering wave vector for a single layer of the mirror
material. At higher valuesof Q, the re°ectivit y starts falling linearly with a slope ® until
a "soft cut-o®" at Q = mQc. The width of this cut-o® is denoted W. Seethe example
re°ection curve in ¯gure 5.1.

It is imp ortan t to notice that when m < 1, the re°ectivit y remains constant at
R = R0 up to q = Qc, and not m:Qc. This means that m < 1 parameters behave like
m = 1 materials.

5.1.2 Algorithm

The function of the component can be described as

1. Propagate the neutron ray to the plane of the mirror.

2. If the neutron tra jectory intersects the mirror plate, it is re°ected, otherwise it is
left untouched.

3. Re°ection of the incident velocity v i = (vx ; vy ; vz) gives the ¯nal velocity v f =
(vx ; vy ; ¡ vz).

4. Calculate Q = 2mnvz=~.

5. The neutron weight is adjusted with the amount ¼i = R(Q).

6. To avoid spending large amounts of computation time on very low-weight neutrons,
neutrons for which the re°ectivit y is lower than about 10¡ 10 are ABSORB'ed.
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Figure 5.1: A typical re°ectivit y curve for a supermirror, Eq. (5.2). The usedvaluesare
m = 4, R0 = 1, Qc = 0:02 ºA ¡ 1, ® = 6:49 ºA, W = 1=300 ºA ¡ 1.

5.2 Guide: The guide section

Name: Guide
Author: System
Input parameters w1; h1, w2; h2, l , m
Optional parameters R0; Qc; W; ®
Notes validated, no gravitation support

The component Guide models a guide tube consisting of four °at mirrors. The guide
is centered on the z axis with rectangular entrance and exit openings parallel to the x-y
plane. The entrance has the dimensions (w1; h1) and placed at z = 0. The exit is of
dimensions(w2; h2) and is placed at z = l where l is the guide length. See¯gure 5.2. The
re°ecting properties are given by the valuesof R0; m; Qc; W , and ®, as for Mirror .

Guide may produce wrong results with gravitation support. Use Guide gravit y
(section 5.4) in this case.For a more generalguide simulation, seeGuide channeled in
section 5.3.

5.2.1 Guide geometry and re°ection

For computations on the guide geometry, we de¯ne the planesof the four guide sidesby
giving their normal vectors (pointing into the guide) and a point lying in the plane:

nv
1 = (l ; 0; (w2 ¡ w1)=2) Ov

1 = (¡ w1=2; 0; 0)
nv

2 = (¡ l ; 0; (w2 ¡ w1)=2) Ov
2 = (w1=2; 0; 0)

nh
1 = (0; l ; (h2 ¡ h1)=2) Oh

1 = (0; ¡ h1=2; 0)
nh

2 = (0; ¡ l ; (h2 ¡ h1)=2) Oh
2 = (0; h1=2; 0)
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Figure 5.2: The geometry usedfor the guide component.
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Figure 5.3: Neutron re°ecting from mirror. v i and v f are the initial and ¯nal velocities,
respectively, and n is a vector normal to the mirror surface.

In the following, we refer to an arbitrary guide side by its origin O and normal n.
With thesede¯nitions, the time of intersection of the neutron with a guide sidecan be

computed by consideringthe projection onto the normal:

t®
¯ =

(O®
¯ ¡ r 0) ¢n®

¯

v ¢n®
¯

; (5.3)

where ® and ¯ are indices for the di®erent guide walls, assuming the values (h,v) and
(1,2), respectively. For a neutron that leavesthe guide directly through the guide exit we
have

texit =
l ¡ z0

vz
(5.4)

The re°ected velocity v f of the neutron with incoming velocity v i is computed by the
formula

v f = v i ¡ 2
n ¢v i

jnj2
n (5.5)

This expressionis arrived at by again considering the projection onto the mirror nor-
mal (see¯gure 5.3). The re°ectivit y of the mirror is taken into account as explained in
section 5.1.
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5.2.2 Algorithm

1. The neutron is initially propagated to the z = 0 plane of the guide entrance.

2. If it missesthe entrance, it is ABSORB'ed.

3. Otherwise, repeatedly compute the time of intersection with the four mirror sides
and the guide exit.

4. The smallest positive t thus found gives the time of the next intersection with the
guide (or in the caseof the guide exit, the time when the neutron leavesthe guide).

5. Propagated the neutron ray to this point.

6. Compute the re°ection from the side.

7. Update the neutron weight factor by the amount ¼i = R(Q).

8. Repeat this processuntil the neutron leavesthe guide.

There area few optimizations possiblehereto avoid redundant computations. Sincethe
neutron is always inside the guideduring the computations, wealways have(O¡ r 0)¢n · 0.
Thus t · 0 if v ¢n ¸ 0, so in this casethere is no need to actually compute t. Some
redundant computations are also avoided by utilizing symmetry and the fact that many
components of n and O are zero.
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5.3 Guide channeled: A guide section comp onent with mul-
tiple channels

Name: Guide channeled
Author: System
Input parameters w1; h1, w2; h2, l , k, mx ; my

Optional parameters d;R0; Qcx ; Qcy; W; ®x ; ®y

Notes validated, no gravitation support

The component Guide channeled is a more complex variation of Guide described
in the previous section. It allows the speci¯cation of di®erent supermirror parametersfor
the horizontal and vertical mirrors, and also implements guideswith multiple channelsas
used in neutron bender devices. By setting the m value of the supermirror coatings to
zero, nonre°ecting walls are simulated; this may be usedfor a very detailed simulation of
a Soller collimator, seesection 4.5.

The input parameters are w1, h1, w2, h2, and l to set the guide dimensions as for
Guide (entry window, exit window, and length); k to set the number of channels;d to set
the thicknessof the channel walls; and R0, W , Qcx , Qcy, ®x , ®y , mx , and my to set the
supermirror parametersas described under Guide (the nameswith x denote the vertical
mirrors, and those with y denote the horizontal ones).

5.3.1 Algorithm

The implementation is basedon that of Guide .

1. Calculate the channel which the neutron will enter.

2. Shift the x coordinate so that the channel can be simulated as a single instance of
the Guide component.

3. (do the sameas in Guide .)

4. Restore the coordinates when the neutron exits the guide or is absorbed.

5.3.2 Kno wn problems

² This component may producewrong resultswith gravitation support. UseGuide gravit y
(section 5.4) in this case.

² The focusing channeled geometry (for k > 1 and di®erent values of w1 and w2) is
buggy (wall slopesare not computed correctly, and the component 'leaks' neutrons).
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5.4 Guide gravit y: A guide with multiple channels and grav-
itation handling

Name: Guide gravit y
Author: System
Input parameters w1; h1, w2; h2, l , k, m
Optional parameters d;R0; Qc; W; ®, wavy, chamfers, kh , n, G
Notes validated, with gravitation support

This component is a variation of Guide channeled (section 5.3) with the abilit y to
handle gravitation e®ectsand functional channeled focusing geometry. Channels can be
speci¯ed in two dimensions,producing a 2D array (k; kh) on smaller guide channels.

Waviness e®ects,supposed to be randomly distributed (i.e. non-periodic waviness)
can be speci¯ed globally, or for each part of the guide section. Additionally , chamfersmay
be de¯ned the sameway. Chamfers originate from the substrate manufacturing, so that
operators do not harm themselveswith cutting edges.Usual dimensionsare about tens of
millimeters. They are treated as absorbing edgesaround guide plates, both on the input
and output surfaces,but also asideeach mirror.

The straight sectionof length l may be divided into n bits of samelength within which
chamfers are taken into account.

To activate gravitation support, either select the McStas gravitation support, or set
the gravitation ¯eld strength G (e.g. -9.81 on Earth).

5.5 Bender: a bender mo del (non polarizing)

Name: Bender
Author: Philipp Bernhardt
Input parameters r; Win ; l ; w; h
Optional parameters k; d;R0[a;i;s ]; ®[a;i;s ]; m[a;i;s ]; Qc[a;i;s ]; W[a;i;s ]

Notes partly validated, no gravitation support

The Bendercomponent is simulating an ideal curved neutron guide (bender). It is bent
to the negative X-axis and behaveslike a parallel guide in the Y axis. Opposite curvature
may be achieved by a (0; 0; 180) rotation (along Z-axis).

Bender radius r , entrance width w and height h are required parameters. To de¯ne
the length, you may either enter the deviation angle Win or the length l . Three di®erent
re°ectivit y pro¯les R0; Qc; W; m; ® can be given (seesection 5.1): for outer walls (index
a), for inner walls (index i ) and for the top and bottom walls (index s).

To get a better transmissioncoe±cient, it is possibleto split the benderinto k channels
which are separatedby partitions with the thicknessof d. The partitioning walls have the
samecoating as the exterior walls.

Becausethe angle of re°ection doesn't change, the routine calculates the re°ection
coe±cent for the concave and, if necessary, for the convex wall only onces,together with
the number of re°ections. Neverthelessthe exact position, the time, and the divergenceis
calculated at the end of the bender, so there aren't any approximations.
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The component is shown straight on geometrical views (mcdisplay/T race), and the
next component may be placed directly at distance r:Win = l without rotation.

Results have beencomparedsuccesfullywith analytical formula in the caseof an ideal
re°ection and cross-checked with the program haupt .

An other implementation of the Bender is available as the contributed component
Guide curved.

5.6 Curv ed guides

Real curved guidesare usually madeof many straight elements (about 1 m long) separated
with small gaps(e.g. 1 mm). Sectionsof about 10 m long are separatedwith bigger gaps
for accessibility and pumping purposes.

We give here an example description of such a section. Let us have a curved guide of
total length L , made of n elements with a curvature radius R. Gaps of size d separate
elements from each other. The rotation angle of individual straight guide elements is
®z = (L + d)=R ¤ 180=¼in degrees.

In order to build an independent curved guide section, we de¯ne Armcomponents at
the begining and end of it.

COMPONENTCG_In = Arm() AT (...)

COMPONENTCG_1 = Guide_gravity(l=L/n, ...)
AT (0,0,0) RELATIVEPREVIOUS

COMPONENTCG_2 = Guide_gravity(l=L/n, ...)
AT (0,0,L/n+d) RELATIVEPREVIOUS
ROTATED(0, (L/n+d)/R*180/PI, 0) RELATIVEPREVIOUS
...
COMPONENTCG_Out= Arm() AT (0,0,L/n) RELATIVEPREVIOUS

The Guide component should be duplicated n times by copy-paste, but changing the
instance name, e.g. CG 1, CG 2, ..., CG n.

An implementation of a continuous curved guide has beencontributed as component
Guide curved.
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Chapter 6

Mo ving optical comp onents:
Chopp ers and velocit y selectors

Welist in this chapter somemoving optical components, likechopper, that may beusedfor
TOF classinstrument simulations, and velocity selectorusedfor partially monochromatize
continuous beams.

6.1 DiskChopp er: The disc chopp er

Name: DiskChopper
Author: Peter Willendrup, Ris¿ (System)
Input parameters µ0, R, h, ! , n, t0, Á0

Optional parameters IsFirst, npulse

Notes Basedon Chopper by P Bernhardt, extensionsK Hewitt Klen¿
and R Bewey

To cut a continuous neutron beam into short pulses,or to control the pulse shape (in
time) from a pulsed source, one can use a disc chopper (see ¯gure 6.1). This is a fast
rotating disc with the rotating axis parallel to the neutron beam. The disk consists of
neutron absorbing materials. To form the pulsesthe disk has openingsthrough which the
neutrons can pass.

Component DiskChopp er is an in¯nately thin, absorbingdisc of radius R with n slit
openings of height h and angular width µ0. The slits are symmetrically disposedon the
disc . If unset, the slit height h will extend to the centre of the disc (h = R).

The DiskChopp er is self-centering, meaning that the centre of the slit openingswill
automatically be positioned at the centre of the beam axis (see¯gure 6.1). To override
this behaviour, set the paramter compat = 1, positioning the chopper centre at height ¡ R
- as implemented in the original Chopp er component.

Optionally , each slit can have a central, absorbing insert - a beamstop of angular width
µ1. For more exotic chopper de¯nitions, usethe GROUPkeyword, seebelow for an example.

The direction of rotation can be controlled, which allows to simulate e.g. counter-
rotating choppers. The phaseor time-delay t0 (in seconds)is de¯ned by the time where
the ¯rst of the n slits is positioned at the top. As an alternativ e, an angular phasecan be
given using the Á0 parameter.
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By default, neutrons hitting outside the physical extent of the disc are absorbed. This
behaviour can be overruled by setting parameter abs out = 0.

q1

R

h

q

w

x

y

Disk

Slit

0

Optional beamstop of width 

Figure 6.1: Sketch of a disc chopper with geometry parameters

When simulating the chopping of a continuousbeam,most of the neutrons could easily
be lost. To improve e±ciency, onecan set the °ag IsFirst , which will allow every neutron
ray to passthe DiskChopp er , but modify the time, t, to a (random) time at which it is
possible to pass. Of course, there should be only one \¯rst chopper" in any simulation.
To simulate frame overlap from a \¯rst chopper", one can specify the number of frames
to study by the parameter npulse.

For more advanced chopper geometriesthan those mentioned above, it is possibleto
set up a GROUPof choppers:

COMPONENTChop1 = DiskChopper(omega=2500, R=0.3, h=0.2, theta_0=20, n=1)
AT (0, 0, 1.1) RELATIVESource
GROUPChoppers

COMPONENTChop2 = DiskChopper(omega=2500, R=0.3, h=0.2, theta_0=20, n=1,
phi_0=40)

AT (0, 0, 1.1) RELATIVESource
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GROUPChoppers

The result of such a DiskChopp er GROUPing can be seenin ¯gure 6.2
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Figure 6.2: mcdisplay rendering and monitor output from a DiskChopper GROUP
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Figure 6.3: Geometry of the Fermi-chopper (left) and Neutrons in the chopper (right).

6.2 FermiChopp er: The Fermi-c hopp er

Name: FermiChopper
Author: M. Poehlmann, C. Carbogno, H. Schober, E. Farhi
Input parameters R; ymin ymax ; º ; w; length,Nslit,phase
Optional parameters m; Qc; R0; ®; W; Rsl it ,zero time
Notes validated

6.2.1 The chopp er geometry and parameters

The Fermi chopper is a rotating vertical cylinder containing a set of collimating slits (slit
package). Main geometry parameters are the radius R, minimum and maximum height
ymin and ymax (seeFig. 6.3). In this implementation, the slits are straight, but may be
coatedwith super-mirror. Main parametersfor the slits are the number of slits N slit , the
length length and width w of each slit, the width of the separatingCd-bladesis neglected.
The slit walls re°ectivit y is modelled just like in guide components by the m-value (m > 1
for super mirrors), the critical scattering vector Qc, the slope of re°ectivit y ®, the low-
angle re°ectivit y R0 and the width of supermirror cut-o® W. For m = 0 the blades are
completly absorbing. The AT position of the component is its center.

The angular speed of the chopper is ! = 2¼º , where º is the rotation frequency.
The angle phase for which the chopper is in the 'open' state for most of the neutrons
coming in (z' axis of the rotating frame parallel to the z axis of the static frame) is also
an input parameter. The time window may optionally be shifted to zero when setting the
zero_time=1 option.

The curvature of the slit channels is speci¯ed with the Rsl it parameter. Positive sign
indicates that the deviation 'bump' due to curvature is in the x0 positive side, and the
center of curvature is in the x0 negative side.
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Parameter unit meaning
radius [m] chopper cylinder radius
ymin [m] lower y bound of cylinder
ymax [m] upper y bound of cylinder
Nslit [1] number of chopper slits
length [m] channel length of the Fermi chopper
w [m] width of one chopper slit. May also be speci¯ed as

width=w*Nslit for total width of slit package.
nu [Hz] chopper frequency
phase [deg] chopper phaseat t=0
zero time [1] shit time window around 0 if true
curvature [m¡ 1] Curvature of slits (1/radius of curvature)
m [1]
alpha [ºA]
Qc [ºA ¡ 1] slit coating parameters. Seesection 5.1.1
W [ºA ¡ 1]
R0 [1]

Table 6.1: FermiChopper component parameters

The component was validated extensivelly by K. Lieutenant. As an alternativ e, one
may use the Vitess Chopp erFermi component (eventhough slower and without super-
mirror support).

6.2.2 Propagation in the Fermi-c hopp er

As can be seen in ¯gure 6.3, neutrons ¯rst propagate onto the cylinder surface of the
chopper (yellow curve). Then the program checks the interaction with the entrance of the
slit package (orange line) and calculates which slit is hit. If the slit coating is re°ecting
(m > 0), multiple re°ections are calculated (green, blue and maroon circles), otherwise
the neutrons are absorbed assoon as they interact with the blades. Finally the remaining
neutrons propagate to the exit of the chopper (red curve).

The rotation of the chopper is characterized by the angle ± between the rotating z'
and the static z-axis. ±(t) is de¯ned by:

±(t) = dz; z0 = ! :(t ¡ t0)

where t is the absolute time. The chopper should better be time focussing: slow
neutrons should pass before the fast ones, so that they ¯nally hit the detectors at the
sametime. Therefore the signs of ! and ± are very important: For t > t0, ± is positive
and points anti-clockwise.

Since the rotation is applied along the y - axis, we can simplify the problem to two
dimensions. The orthogonal transformation matrix T from the static (xz) to the rotating
frame (x0z0) is:

Txz ! x0z0 =
µ

cos(±) sin(±)
¡ sin(±) cos(±)

¶
(6.1)
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Figure 6.4: The x' and z' component as a function of time in the rotating frame (left). A
typical neutron tra jectory in the rotating frame (right).

Together with the equation for a non-accelerated,linear propagation ~r = ~r 0 + ~vt the
orthogonal transformation producesa curve in the X'-Z'-plane known asarchidemic spiral,
ascan be seenin ¯gure 6.4. The two vector components s(t) = (x0; z0) follow the equation:

s(t) =
µ

x0

z0

¶
= T:

µ
x(t)
z(t)

¶
=

µ
(x0 + vx :t)cos(±(t)) + (z0 + vz:t)sin (±(t))

¡ (x0 + vx :t)sin (±(t)) + (z0 + vz:t)cos(±(t))

¶
: (6.2)

For a ¯xed chopper rotation speed, the neutron tra jectory tends to strech from a spiral
curve for slow neutrons to a straight line for fast neutrons. For real Fermi chopper settings
º (about 100 Hz on IN6 at the ILL), neutron tra jectories are found to be nearly straight
for 1000m/s neutron velocities [39].

The basisof the algorithm is to ¯nd the intersectionsof thesespiral tra jectories with
the chopper outer cylinder and then the slit package, in the rotating frame.

For this purpose,the Ridders's root ¯nding method was implemented [40] in order to
solve

x0(t) = d or z0(t) = d (6.3)

This method provides faster and more accurate intersection determination than other
common algorithms. E.g. the secant method fails more often and may give wrong results
(outside chopper) whereasthe bisectionmethod (a.k.a Picard dichotomy) is slightly slower.

Standard slit packages (non sup er-mirror)

The neutrons are ¯rst propagated to the outer chopper cylinder and their coordinates are
transformed into the rotating frame using T. Neutrons outside the slit channel (chopper
opening), or hitting the top and bottom caps are absorbed (yellow dots in Fig. 6.3).
The side from which the neutron approaches the chopper is known (positive or negative
z'-axis of the rotating frame) so that the calculation of the time of interaction with the
slit package entrance t1 is performed solving z0 = § length

2 in Eq. (6.2). Using the result
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Figure 6.5: The di®erent stepsin the algorithm (left). A neutron tra jectory in a slit (right)

of the numerical algorithms the neutron propagates to the entrance of the slit package
(orangecircles in Fig. 6.3). Neutrons getting asidethe slit packageentrance are absorbed.
Additionally , the slit package exit time t2 is estimated the sameway with z0 = ¨ length

2 ,
in order to evaluate the whole time-of-°igh t in the chopper. The index of the slit which
was hit is also computed, as we know the x0 coordinate in the rotating frame at the slit
entrance.

Di®erentiating Eq. (6.2) for x coordinate

_x0(t) = v0
x (t) = [vx + ! :(z + vz(t))] cos(! (t ¡ t0)) + [vz ¡ ! :(x + vx (t))] sin(! (t ¡ t0)) (6.4)

we may estimate the tangents to the spiral neutron tra jectory in the rotating frame at
times t1 and t2. The intersection of thesetwo lines givesan intermediate time t3.

If the neutron remains in the sameslit at this point, then there is no intersection with
the slit walls (direct °igh t), and the neutron may be propagated to the slit output, and
then to the cylinder output. A last check is made for the neutron to pass the chopper
aperture in the cylinder.

If the neutron changesof slit channel at this point, we may determine the intersection
time of the neutron tra jectory within [t1; t3] or [t3; t2], as seenin Fig. 6.5. If walls are not
re°ecting, we just absorb neutrons here.

The re°ections (sup er-mirror slits)

If slit walls are re°ecting, neutron is ¯rst propagated to the slit separating surface. Then
the velocity in the rotating frame is computed using Eq. (6.2). Perpendicular velocity v0

x
is reverted for re°ection, and inverseT transformation is performed. Re°ected intensity
is computed the sameway as for the guide component (seesection 5.1). The remaining
time t2 to the slit output is estimated and the tangent intersection processis iterated,
until neutron exits.

The propagation is ¯nalized when determining the intersection of the neutron tra-
jectory with the outer surface of the chopper cylinder. The neutron must then pass its
aperture, elseit is absorbed.
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Curv ed slit packages

The e®ectof curvature can signi¯cantly improve the °ux and energy resolution shape.
As all (xz) cordinates are transformed into (x0z0), the most e±cient way to take into

account the curvature is to include it in the transformation Eq. (6.2) by 'morphing' the
curved rotating real spaceto a straight still frame. Then instead of solving

x0(t) = d ¡ ¢ x0(z0) where ¢ x0(z0) = Rsl it :(1 ¡
p

1 ¡ (z0=Rsl it )2) (6.5)

with ¢ being the gap betweenthe straight tangent line at the slit center and the real slit
shape, we perform the additional transformation

x0 ! x0+ ¢ x0(z0) (6.6)

The additional transformation counter-balance the real curvature so that the rest of the
algorithm is written as if slits were straight. This applies to all computations in the
rotating frame, and thus as well to re°ections on super mirror coatings.

6.3 Vitess Chopp erFermi: The Fermi Chopp er from Vitess

Name: Vitess ChopperFermi
Author: GezaZsigmond
Input parameters GeomOption, Nchan, f , h, wtot , l , r curv , d, Á, wwall , GeomFile
Optional parameters zerotime, Ngates

Notes validated

The component Vitess Chopp erFermi simulates a Fermi chopper with absorbing
walls. The shape of the channels can be straight, curved with circular, or curved with
ideal (i.e. closeto a parabolic) shape. This is determined by the parameter 'GeomOption'.
In the option 'straight Fermi chopper', the very fast neutrons are transmitted with only
a time modulation and lower speed neutrons are modulated both in time of °igh t and
wavelength. If the channelsare curved, the highest transmission occurs for a wavelength

¸ opt =
3956[mºA=s]

2! r curv
(6.7)

with

! = 2¼f (6.8)

The optimal shape is calculated in an exact way and is close to parabolic; in this
case,transmission is as high for the optimal wavelength as in the caseof a straight Fermi
chopper for the limit ¸ ! 0. In the more realistic caseof circular shapes channels, the
transmissionis slightly lower. In general,neutrons are transmitted through a curvedFermi
chopper with a time AND wavelength modulation .

The rotation axis is vertical (y-axis), i.e. the path length through the channelsis given
by the length l along the z-axis. The inital orientation is given by the phase Á of the
chopper - Á = 0 meanstransmission orientation.
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Geometry for straigh t and circular channels: The geometry of the chopper consists
of a rectangular shaped object with a channel system. In transmission position, there are
Ngates slits of width wslit each along the x-axis, separatedby absorbing walls of thickness
wwall (see¯gure 6.6). The total width wtot is given by

wtot = Ngateswslit + (Ngates + 1)wwall (6.9)

The rectangular channel system is surrounded by a so-calledshadowing cylinder; it is
a part of a cylinder with vertical symmetry axis and diameter

d ¸
q

l2 + w2
tot (6.10)

It serves to prevent transmission of neutrons which do not °y through the channels;
but it also reducesthe transmission, becausethe cylinder removesneutrons in front of the
channel entrance or behind the channel exit (see¯gure 6.6).

Figure 6.6: geometry of a staight Fermi chopper

Geometry for parab olic channels: In this case,the Fermi chopper is supposedto be
a full cylinder, i.e. the central channels are longer than those on the edges. The other
features are the sameas for the other options. (see¯gure 6.7).

The algorithm works with a rotating chopper framework. Neutrons hitting the channel
walls are absorbed. The channelsare approximated by Ngates gates. If the tra jectory takes
a course through all the gates, the neutron passesthe Fermi chopper. There are gates
at the entrance and the exit of the channel. The other gates are situated close to the
centre of the Fermic chopper. Precision of the simulation increaseswith the number of
gates,but also the computing time needed. The useof four channelsalready givesexact
transmission shapes for lower wavelengths (¸ < 6 ºA) and good approximation for higher
ones. It is recommendedto use larger number of channelsonly for a check.

The option 'zerotime' may be used to reset the time at the chopper position. The
time is set to a value between-Tp/2 and + Tp/2 (with Tp being the maximal pulse length),
depending on the phaseof the chopper at the moment of passingthe chopper centre. The
result is the generationof only 1 pulseinstead of several; this is useful for TOF instruments
on continuous sources.
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Figure 6.7: geometry of a curved Fermi chopper

6.4 V selector: A rotating velocit y selector

Name: V selector
Author: System
Input parameters L 0, L 1, ! , r0, Á, N , height, width
Optional parameters
Notes validated, position is center of input aperture

The component V selector models a rotating velocity selector constructed from N
collimator bladesarranged radially on an axis. Two identical slits (height £ width ) at a
12 o'clock position allow neutron passageat the position of the blades. The blades are
"t wisted" on the axis so that a stationary velocity selector does not transmit neutrons;
the total twist angle is denoted Á (in degrees).

Further input parameters for V selector the distance between apertures, L 0, the
length of the collimator blades,L 1, the height from rotation axix to the slit centre, r 0, the
rotation speed! (in rpm), and the blade thicknesst.

The local coordinate system has its Origo at the slit centre.
The component Selectorproducesequivalent results.

6.4.1 Velocit y selector transmission

By rotating the selector you allow transmittance of neutrons rays with velocities around
a nominal value, given by

V0 = ! L=Á; (6.11)

which means that the selector has turned the twist angle Á during the typical neutron
°igh t time L=V0. The actual twist angle is Á0 = ! t = ! L=V .

Neutrons having a velocity slightly di®erent from V0 will either be transmitted or
absorbed depending on the exact position of the rotator blades when the neutron enters
the selector. Assuming this position to be unknown and integrating over all possible
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Figure 6.8: A velocity selector

positions (assumingzero thicknessof blades), we arrive at a transmission factor

T =
½

1 ¡ (N=2¼)jÁ ¡ ! L=V j if (N=2¼)jÁ ¡ ! L=V j < 1
0 otherwise

(6.12)

where N is the number of collimator blades.

A horisontal divergencechangesthe above formula becauseof the angular di®erence
betweenthe entry and exit points of the neutron. The resulting transmittance resembles
the oneabove, only with V replacedby Vz and Á replacedby (Á+ Ã), whereÃ is the angular
di®erencedue to the divergence. An additional vertical divergencedoes not change this
formula, but it may contribute to Ã. (We have here ignored the very small non-linearity
of Ã along the neutron path in caseof both vertical and horisontal divergence).

Adding the e®ectof a ¯nite blade thickness,t, reducesthe transmission by the overall
factor

µ
1 ¡

N t
2¼r

¶
; (6.13)

where r is the distance from the rotation axis. We ignore the variation of r along the
neutron path and usejust the averagevalue.
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6.5 Selector: another approac h to describ e a rotating ve-
locit y selector

Name: Selector
Author: System
Input parameters xmin , xmax , ymin , ymax, len, num, width , r adius, ®, f eq
Optional parameters
Notes validated, position is center of input aperture

The component Selector describes the same kind of rotating velocity selector as
V selector - comparedescription there - but it usesdi®erent parametersand a di®erent
algorithm:

The position of the apertures relative to the z-axis (usually the beamcentre) is de¯ned
by the four parameters xmin; xmax; ymin; ymax. Entry and exit apertures are always
identical and situated directly before and behind the rotor. There are num blades of
thicknesswidth twisted by the angle ® (in degrees)on a length len. The selector rotates
with a speedf eq(in rotation per second);its axle is in a distancer adius below the z-axis.

First the neutron is propagated to the entrance window. The lossof neutrons hitting
the thin side of the blades is taken into account by multiplying the neutron weight by a
factor

p(r ) = µi (r )=µo (6.14)

µo = 360o=num (6.15)

µi is the opening between two blades for the distance r between the neutron position
(at the entrance) and the selectoraxle. The di®erencebetweenµo and µi is determined by
the blade thickness. The neutron is now propagated to the exit window. If it is outside
the regarded channel (between the two actual blades), it is lost; otherwise it remains in
the exit plane.

WARNING - Di®erencesbetweenSelector and V selector :

² Selector hasa di®erent coordinate systemthan V selector ; in Selector the origin
lies in the entrance plane of the selector.

² The bladesare twisted to the other side, i.e. to the left above the axle in Selector .

² Speedof rotation is given in rotation per second,not in rotations per minute as in
V selector .
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Chapter 7

Mono chromators

In this classof components, weareconcernedwith elasticBragg scattering from monochro-
mators. Mono chromator °at models a °at thin mosaiccrystal with a single scattering
vector perpendicular to the surface. The component Mono chromator curv ed is physi-
cally similar, but models a singly or doubly bend monochromator crystal arrangement.

A much more generalmodel of scattering from a single crystal is found in the compo-
nent Single crystal , which is presented under Samples,chapter 8.

7.1 Mono chromator °at: An in¯nitely thin, °at mosaic crys-
tal with a single scattering vector

Name: Monochromator °at
Author: System
Input parameters zmin , zmax , ymin , ymax , ´ h, ´ v , R0, Q0

Optional parameters dm

Notes In re°ecting geometry, non polarized

This component simulates an in¯nitely thin single crystal with a single scattering
vector, Q0 = 2¼=dm , perpendicular to the surface. A typical usefor this component is to
simulate a simple monochromator or analyzer.

The monochromator dimensionsare given by the length, zw , and the height, yh. As
the parameter namesindicate, the monochromator is placed in the z ¡ y plane of the local
coordinate system. This de¯nition is made to ensure that the physical monochromator
angle (often denoted A1) will equal the McStas rotation angle of the Monochromator
component around the y-axis. R0 is the maximal re°ectivit y and ´ h and ´ v are the
horizontal and vertical mosaicities, respectively, seeexplanation below.

7.1.1 Mono chromator physics and algorithm

The physical model used in Mono chromator °at is a rectangular piece of material
composedof a large number of small micro-crystals. The orientation of the micro-crystals
deviates from the nominal crystal orientation so that the probabilit y of a given micro-
crystal orientation is proportional to a Gaussianin the angle between the given and the
nominal orientation. The width of the Gaussianis given by the mosaic spread, ´ , of the
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Figure 7.1: Selectionof the Bragg order (\2" in this case).

crystal (given in units of arc minutes). ´ is assumedto be large comparedto the inherent
Bragg width of the scattering vector (often a few arc seconds).(The mosaicity givesrise to
a Gaussianre°ectivit y pro¯le of width similar to - but not equal - the intrinsic mosaicity.
In this component, and in real life, the mosaicity given is that of the re°ectivit y signal.)

As a further simpli¯cation, the crystal is assumedto be in¯nitely thin. This meansthat
multiple scattering e®ectsare not simulated. It alsomeansthat the total re°ectivit y, r 0 is
usedasa parameter for the model rather than the atomic scattering crosssection, implying
that the scattering e±ciency does not vary with neutron wavelength. The variance of
the lattice spacing (¢ d=d) is assumedto be zero, so this component is not suitable for
simulating backscattering instruments (use the component Single crystal in section8.3 for
that).

When a neutron tra jectory intersects the crystal, the ¯rst step in the computation
is to determine the probabilit y of scattering. This probabilit y is then used in a Monte
Carlo choicedeciding whether to scatter or transmit the neutron. The physical scattering
probabilit y is the sum of the probabilities of ¯rst- second-,and higher-order scattering -
up to the highest order possiblefor the given neutron wavelength. However, in most cases
at most one order will have a signi¯cant scattering probabilit y, and the computation thus
considersonly the order that best matchesthe neutron wavelength.

The scattering of neutrons from a crystal is governed by Bragg's law:

nQ0 = 2k i sinµ (7.1)

The scattering order is speci¯ed by the integer n. We seekonly one value of n, namely
the one which makesnQ0 closestto the projection of 2k i onto Q0 (see¯gure 7.1).

Once n has beendetermined, the Bragg angle µ can be computed. The angle ® is the
amount onewould needto turn the nominal scattering vector Q0 for the monochromator to
be in Bragg scattering condition. We now used® to compute the probabilit y of re°ection
from the mosaiccrystal

pre°ect = R0e¡ ®2=2´ 2
; (7.2)

Ris¿{R{1538(EN) 63



PSfrag replacements

2µ

2k i

2k f

nQ0

q 2k sin(2µ)
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The probabilit y pre°ect is used in a Monte Carlo choice to decide whether the neutron is
transmitted or re°ected.

In the caseof re°ection, the neutron will be scattered into the Debye-Scherrer cone,
with the probabilit y of each point on the cone being determined by the mosaic. The
Debye-Scherrer conecan be described by the equation

k f = k i cos2µ + sin2µ(c cos' + b sin ' ); ' 2 [¡ ¼; ¼]; (7.3)

where b is a vector perpendicular to k i and Q0, c is perpendicular to k i and b, and both
b and c have the samelength as k i (see¯gure 7.2). When choosing ' (and thereby k f ),
only a small part of the full [¡ ¼; ¼] range will have appreciablescattering probabilit y in
non-backscattering con¯gurations. The best statistics is thus obtained by sampling ' only
from a suitably narrow range.

The (small) deviation angle ® of the nominal scattering vector nQ0 corresponds to a
¢ q of

¢ q ¼ ®2k sinµ: (7.4)

The angle ' corresponds to a ¢ kf (and hence¢ q) of

¢ q ¼ 'k sin(2µ) (7.5)

(see¯gure 7.2). Hencewe may sample ' from a Gaussianwith standard deviation

®
2k sinµ

k sin(2µ)
= ®

2k sinµ
2k sinµcosµ

=
®

cosµ
(7.6)

to get good statistics.
What remains is to determine the neutron weight. The distribution from which the

scattering event is sampled is a Gaussianin ' of width ®
cosµ ,

f MC (' ) =
1

p
2¼(¾=cosµ)

e¡ ' 2=2(¾=cosµ)2
(7.7)
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In the physical model, the probabilit y of the scattering event is proportional to a Gaussian
in the angle between the nominal scattering vector Q0 and the actual scattering vector
q. The normalization condition is that the integral over all ' should be 1. Thus the
probabilit y of the scattering event in the physical model is

¦( ' ) = e
¡ d( ' ) 2

2¾2 =
Z ¼

¡ ¼
e

¡ d( ' ) 2

2¾2 d' (7.8)

where d(' ) denotesthe angle betweenthe nominal scattering vector and the actual scat-
tering vector corresponding to ' . According to equation (2.9), the weight adjustment ¼j

is then given by
¼j = ¦( ' )=f MC (' ): (7.9)

In the implementation, the integral in (7.8) is computedusing a 15-orderGaussianquadra-
ture formula, with the integral restricted to an interval of width 5¾=cosµ for the same
reasonsdiscussedabove on the sampling of ' .

7.2 Mono chromator curv ed: A curv ed mosaic crystal with
a single scattering vector

Name: Monochromator curved
Author: (System) Peter Link, FRM-2
Input parameters zw , yh, gap, ´ h, ´ v , nh, nv , R0, Q, rh, r v

Optional parameters dm , ´ , h, w, verbose,transmit, re°ect
Notes In re°ecting geometry, non polarized

This component simulates an array of in¯nitely thin single crystals with a single scat-
tering vector perpendicular to the surfaceand a mosaic spread. This component is used
to simulate a singly or doubly curved monochromator or analyzer in re°ecting geometry.

The component usesrectangular piecesof monochromator material as described in
Mono chromator curv ed. The scattering vector is namedQ, and asdescribedin Mono chro-
mator °at , multiples of Q will be applied. Other important parameters are the piece
height and width, yh and zw , respectively, the horizontal and vertical mosaicities, ´ h and
´ v , respectively. If just one mosaicity, ´ , is speci¯ed, this the samefor both directions.

The number of piecesvertically and horizontally are called nv and nh, respectively, and
the vertical and horizontal radii of curvature are namedr v and rh, respectively. All single
crystals are positioned in the samevertical plane, but tilted accordingly to the curvature
radius.

The constant monochromator re°ectivit y, R0 can be replaced by a ¯le of tabulated
re°ectivities r ef lect (*.rfl in MCSTAS/data). In the samesense,the transmission can be
modeledby a tabulated ¯le tr ansmit (for non-re°ected neutrons, *.trm in MCSTAS/data).
The most useful of these¯les for Monochromator curved are HOPG.rlf and HOPG.trm.

As for Mono chromator °at , the crystal is assumedto be in¯nitely thin, and the
varition in lattice spacing, (¢ d=d), is assumedto be zero. Hence, this component is not
suitable for simulating backscattering instruments or to investigate multiple scattering
e®ects.

The theory and algorithm for scattering from the individual bladesis described under
Mono chromator °at .
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Figure 7.3: A curved monochromator

7.3 Single crystal: Thic k single crystal mono chromator plate
with multiple scattering

The Single crystal component may be used to study more complex monochromators,
including incoherent scattering, thicknessand multiple scattering. Pleaserefer to section
8.3.
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Chapter 8

Samples

This classof components models the sample of the experiment. This is by far the most
challengingpart of a neutron scattering instrument to model. However, for purposeof sim-
ulating instrument performance,details of the samplesare rather unimportant, allowing
for simple approximations. On the contrary , for full virtual experiments it is of impor-
tance to have realistic and detailed sampledescriptions. McStas contains both simple and
detailed samples.

We ¯rst consider incoherent scattering. The simple component V-sample performs
both incoherent scattering and absorption.

An important component classis elastic Bragg scattering from an ideal powder. The
component PowderN models a powder scatterer with re°ections given in an input ¯le.
The component includes absorption and incoherent scattering.

Next type is Bragg scattering from single crystals. The simplest single crystals are in
fact the monochromator components like Mono chromator °at , presented in section7.1.
The monochromators are models of a thin mosaic crystal with a single scattering vector
perpendicular to the surface. Much more advanced, the component Single crystal is
a general single crystal sample (with multiple scattering) that allows the input of an
arbitrary unit cell and a list of structure factors, read from a LAZY / Crystallographica
¯le. This component also allows anisotropic mosaicity and ¢ d=d lattice spacevariation.

Isotropic small-anglescattering is simulated in Sans Spheres , which models scatter-
ing from a collection of hard spheres.

Inelastic scattering from a dispersionis exempli¯ed by the component Phonon simple ,
which models scattering from a single acoustic phonon branch.

For a more generalsamplemodel, the Isotropic Sqw component is able to simulate
all kinds of isotropic materials: Liquids, glasses,polymers, powders,etc, with S(q; ! ) table
speci¯ed by an input ¯le. Physical processesinclude coherent/incoherent scattering, both
elastic and inelastic, with absorption and multiple scattering. Moreover, this component
may be used concentrically , to model a sample environment. Thus it may handle most
samplesexcept single crystals.
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Sample Coherent Incoherent
Process Elastic Inelastic Elastic Inelastic Absorption Multi. Scatt.

Phonon simple X X
Isotropic Sqw X X X X X X

PowderN N lines X X
Sansspheres colloid X
Single crystal X X X X

V sample X X

Table 8.1: Processesimplemented in samplecomponents

8.0.1 Neutron scattering notation

In samplecomponent, we usethe notation commonfor neutron scattering, wherethe wave
vector transfer is denoted the scattering vector

q ´ k i ¡ k f : (8.1)

In analygo, the energy transfer is given by

~! ´ E i ¡ E f =
~2

2mn

¡
k2

i ¡ k2
f

¢
: (8.2)

8.0.2 Weight transformation in samples; focusing

Within many samples,the incident beam is attenuated by scattering and absorption, so
that the illumination varies considerably throughout the sample. For single crystals, this
phenomenon is known as secondary extinction [41], but the e®ect is important for all
samples. In analytical treatments, attenuation is di±cult to deal with, and is thus often
ignored, making a thin sample approximation. In Monte Carlo simulations, the beam
attenuation is easily taken care of, as will be shown below. In the description, we ignore
multiple scattering, which is however implemented in somesamplecomponents.

The sample has an absorption crosssection per unit cell of ¾a
c and a scattering cross

section per unit cell of ¾s
c. The neutron path length in the sample before the scattering

event is denoted by l1, and the path length within the sample after the scattering is
denotedby l2, see¯gure 8.1. We then de¯ne the inversepenetration lengths as¹ s = ¾s

c=Vc

and ¹ a = ¾a
c =Vc, where Vc is the volume of a unit cell. Physically, the attenuation along

this path follows
f att (l ) = exp(¡ l (¹ s + ¹ a)) ; (8.3)

where the normalization f att (0) = 1.
The probabilit y for a given neutron ray to be scatteredfrom within the interval [l1; l1+

dl] will be
P(l1)dl = ¹ sf att (l1)dl; (8.4)

while the probabilit y for a neutron to be scattered from within this interval into the solid
angle ­ and not being scattered further or absorbed on the way out of the sample is

P(l1; ­) dld­ = ¹ sf att (l1)f att (l2)° (­) d­ dl; (8.5)
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Figure 8.1: The geometry of a scattering event within a powder sample.

where ° (­) is the directional distribution of the scattered neutrons, and l2 is determined
by Monte Carlo chociesof l1, ­, and from the samplegeometry, seee.g. ¯gure 8.1.

In our Monte-Carlo simulations, we may choosethe scattering parametersby making a
Monte-Carlo choiceof l1 and ­ from a distribution di®erent from P(l1; ­). By doing this,
we must adjust ¼i according to the probabilit y transformation rule (2.9). If we e.g. choose
the scattering depth, l1, from a °at distribution in [0; l full ], and choose the directional
dependencefrom g(­), we have a Monte Carlo probabilit y

f (l1; ­) = g(­) =lfull ; (8.6)

l full is here the path length through the sample as taken by a non-scattered neutron
(although we here assumethat all simulated neutrons are being scattered). According to
(2.9), the neutron weight factor is now adjusted by the amount

¼i (l1; ­) = ¹ sl full exp[¡ (l1 + l2)( ¹ a + ¹ s)]
° (­)
g(­)

: (8.7)

In analogy with the sourcecomponents, it is possibleto de¯ne "in teresting" directions
for the scattering. Onewill then try to focusthe scatteredneutrons, choosinga g(­), which
peaksaround these directions. To do this, one uses(8.7), where the fraction ° (­) =g(­)
corrects for the focusing. One must choosea proper distribution so that g(­) > 0 in every
interesting direction. If this is not the case,the Monte Carlo simulation gives incorrect
results. All sampleshave beenconstructed with a focusing and a non-focusing option.

8.0.3 Future developmen t of sample comp onents

There is still room for much more development of functionalit y in McStas samples.
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Figure 8.2: The geometry of the hollow-cylinder vanadium sample.

A more general SANS sample is under development. In addition, a re°ectometry
sample will soon be developed. In the mean time, you may use the SiC contributed
component.

In general,all samplesare assumedto be homogeneous.There would alsobe potential
in developing an inhomogeneoussample,e.g. with spatially varying lattice constant, rele-
vant for stress/strain scanners.Inhomogeneouslyabsorbing samplefor tomography could
also be possible. Further, no polarization e®ectsare yet taken into account in any of the
samples.

8.1 V sample: An incoheren t scatterer, the V-sample

Name: V sample
Author: System
Input parameters r i , ro, h, r foc, x target , ytarget , ztarget

Optional parameters wx , hy , tz, wfocus; hfocus, wfoc;angle, hfoc;angle,
¾abs, ¾inc , V0, f pack , target index
Notes validated

A samplewith incoherent scattering, e.g. vanadium, is frequently usedfor calibration
purposes,as this givesan isotropic, elastically scattered beam.

The component V sample has only absorption and incoherent scattering. For the
sample geometry, we default use a hollow cylinder (which has the solid cylinder as a
limiting case). The sampledimensionsare: Inner radius r i , outer radius r o, and height h,
see¯gure 8.2.

Alternativ ely, the samplegeometry can be made rectangular by specifying the width,
wx , the height, hy , and the thickness,tz.

The incoherent and absorption crosssectionsfor V are default for the component. For
other choices,the parameters ¾inc , ¾abs, and the unit cell volume V0 should be speci¯ed.
For a looselypacked sample,also the packing factor, f pack can be speci¯ed (default value
of 1).
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8.1.1 Physics and algorithm

The incoherent scattering gives a uniform angular distribution of the scattered neutrons
from each nucleus: ° (­) = 1=4¼. For the focusing we chooseto have a uniform distribu-
tion on a target sphereof radius r foc, at the position (x target ; ytarget ; ztarget ) in the local
coordinate system. This givesan angular distribution (in a small angleapproximation) of

g(­) =
1

4¼
x2

t + y2
t + z2

t

(¼r 2
t )

: (8.8)

The focusing can alternativ ely be performed on a rectangle with dimensions wfocus,
hfocus, or uniformly in angular space(in a small-angle approximation), using wfoc;angle,
hfoc;angle. The focusinglocation canbepicked to bea downstreamcomponent by specifying
target_index .

When calculating the neutron path length within the cylinder, the kernel function
cylinder_intersect is used twice, once for the outer radius and once for the inner
radius.

Multiple scattering is not inlcuded in this component. To obtain intensities similar to
real measuredones,we therefore do not take attenuation from scattering into account for
the outgoing neutron ray.

8.1.2 Remark on functionalit y

When simulating a realistic incoherent hollow cylinder sampleone¯nds that the resulting
direction dependenceof the scattered intensity is not isotropic. This is explained by the
variation of attenuation with scattering angle. One test result is shown in the instrument
examplechapter of the McStas User Manual.
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8.2 PowderN: A general powder sample

Name: Powder N
Author: System
Input parameters r , h, ¾abs, ¾inc , V0, f pack , ¯lename, format, DW
Optional parameters
Notes validation in progress

The powder di®raction component PowderN models a powder sample with back-
ground comingonly from incoherent scattering and no multiple scattering. The description
of the powder comesfrom a ¯le in oneof the standard output formats LAZY, FULLPR OF,
or CRYSTALLOGRAPHICA.

8.2.1 Files formats: powder structures

Data ¯les of typelau and laz in the McStasdistribution data directory areself-documented
in their header. A list of common powder de¯nition ¯les is available in Table 1.2 (page
12). They do not needany additional parameters to be used,as in the example:

PowderN(<geometry parameters>, filename="Al.laz")

Other column-based¯le formats may also be imported e.g. with parameterssuch as:

format=Crystallographica
format=Fullprof
format={1,2,3,4,0,0,0,0}

In the latter case, the indices de¯ne order of columns parameters multiplicit y, lattice
spacing,F 2, Debye-Waller factor and intrinsic line width.

Other component parametersmay aswell be speci¯ed in the data ¯le headerwith lines
e.g.:

#Vc
#sigma_abs
#sigma_inc
#Debye_Waller
#Delta_d/d

Further details on ¯le formats are available in the mcdocpageof the component.

8.2.2 Geometry and physical prop erties

The samplehas the shape of a solid cylinder, radius r and height h. The absorption and
incoherent crosssectionsare given by ¾a

c ¾i ; cs.
The Bragg scattering from the powder, ¾c; ca is calculated from the input ¯le, with the

parametersQ, jF (Q)j2, and j for the scattering vector, structure factor, and multiplicit y,
respectively. The volume of the unit cell is denotedV0, while the samplepacking factor is
f pack .

Focusing is performed by only scattering into one angular interval, dÁ of the Debye-
Scherrer circle. The center of this interval is located at the point wherethe Debye-Scherrer
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2µ

Figure 8.3: The scattering geometry of a powder sample showing part of the Debye-
Scherrer cone(solid lines) and the Debye-Scherrer circle (grey).

circle intersectsthe half-plane de¯ned by the initial velocity, v i , and a user-speci¯ed vector,
f.

8.2.3 Powder scattering

An ideal powder sample consists of many small crystallites, although each crystallite is
su±ciently large not to causemeasurablesizebroadening. The orientation of the crystal-
lites is evenly distributed, and there is thus always a large number of crystallites oriented
to ful¯ll the Bragg condition

n¸ = 2dsinµ; (8.9)

where n is the order of the scattering (an integer), ¸ is the neutron wavelength, d is
the lattice spacing of the sample, and 2µ is the scattering angle, see¯gure 8.3. As all
crystal orientations are realised in a powder sample, the neutrons are scattered within a
Debye-Scherrer cone of opening angle 4µ [41].

Equation (8.9) may be cast into the form

jQj = 2jk j sinµ; (8.10)

where Q is a vector of the reciprocal lattice, and k is the wave vector of the neutron.
It is seenthat only reciprocal vectors ful¯lling jQj < 2jk j contribute to the scattering.
For a complete treatment of the powder sample,one needsto take into account all these
Q-values,sinceeach of them contribute to the attenuation.

The strength of the Bragg re°ections is given by their structure factors
¯
¯
¯
¯
¯
¯

X

j

bj exp(R j ¢Q)

¯
¯
¯
¯
¯
¯

2

; (8.11)
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where the sum runs over all atoms in one unit cell. This structure factor is non-zeroonly
when Q equalsa reciprocal lattice vector.

The textb ook expressionfor the scattering crosssection corresponding to one Debye-
Scherrer conereads[42, ch.3.6], with V = N V0 being the total samplevolume:

¾cone =
V
V 2

0

¸ 3

4sinµ

X

Q

jF (Q)j2: (8.12)

For our purpose,this expressionshould bechangedslightly . Firstly , the sum over structure
factors for a particular Q is replaced by the sum over essentially di®erent re°ections
multiplied by their multiplicit y, j . Then, a ¯nite packing factor, f , is de¯ned for the
powder, and ¯nally , the Debye-Waller factor is multiplied on the elastic crosssection to
take lattice vibrations into account (no inelastic background is simulated, however). We
then reach

¾cone;Q = j Q f exp(¡ 2W)
V
V 2

0

¸ 3

4sinµ
jF (Q)j2 (8.13)

= f exp(¡ 2W)
N
V0

4¼3

k2

j Q jF (Q)j2

Q
(8.14)

in the thin sample approximation. For samples of ¯nite thickness, the beam is being
attenuated by the attenuation coe±cient

¹ Q = ¾cone;Q=V: (8.15)

For calibration it may be useful to consider the total intensity scattered into a detector
of e®ective height h, covering only one re°ection [42, ch.3.6]. A cut though the Debye-
Scherrer coneperpendicular to its axis is a circle. At the distance r from the sample, the
radius of this circle is r sin(2µ). Thus, the detector (in a small angleapproximation) counts
a fraction h=(2¼r sin(2µ)) of the scattered neutrons, giving a resulting count intensity:

I = ª ¾cone;Q
h

2¼r sin(2µ)
; (8.16)

where ª is the °ux at the sampleposition.
For clarit y we repeat the meaning and unit of the symbols:

ª s¡ 1m¡ 2 Incoming intensity of neutrons
I s¡ 1 Detected intensity of neutrons
h m Height of detector
r m Distance from sampleto detector
f 1 Packing factor of the powder
j 1 Multiplicit y of the re°ection
V0 m3 Volume of unit cell

jF (Q)j2 m2 Structure factor
exp(¡ 2W) 1 Debye-Waller factor

¹ Q m¡ 1 Linear attenuation factor due to scattering from one powder line.

A powder sample will in general have several allowed re°ections Q j , which will all
contribute to the attenuation. Thesere°ections will have di®erent valuesof jF (Q j )j2 (and
henceof Qj ), j j , exp(¡ 2Wj ), and µj . The total attenuation through the sample due to
scattering is given by ¹ s = ¹ s

inc +
P

j ¹ s
j , where ¹ s

inc represents the incoherent scattering.
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8.2.4 Algorithm

The algorithm of PowderN can be summarizedas

² Check if the neutron ray intersects the sample(otherwise ignore the following).

² Calculate the attenuation coe±cients for scattering and absorption.

² Perform Monte Carlo choicesto determine the scattering position, scattering type
(coherent/incoherent), and the outgoing direction.

² Perform the necessaryweight factor transformation.
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8.3 Single crystal: The single crystal comp onent

Name: Single crystal
Author: Kristian Nielsen
Input parameters xwidth ; yheight ; zthick ,~a;~b;~c; ¢ d=d, mosaic, re°ections
Optional parameters ¾abs; ¾inc , ...
Notes partially validated, centered

The Single crystal component models a thick, °at single crystal with multiple scat-
tering and absorption with elastic coherent scattering. An elastic incoherent background
may also be simulated. It may be used to describe samplesfor di®raction, but also for
accurate monochromator descriptions.

The input parameters for the component are xwidth, yheight, and zthick to de¯ne the
dimensionsof the crystal in meters (area is centered); delta d d to give the value of ¢ d=d
(no unit); (ax; ay; az), (bx; by; bz), and (cx; cy; cz) to de¯ne the axes of the direct lattice
of the crystal (the sidesof the unit cell) in units of ºAngstr¿m; and re°ections, a string
giving the name of the ¯le with the list of structure factors to consider. The mosaic is
speci¯ed either isotropically as mosaic, or anisotropically as mosaic h (rotation around
the Y axis), mosaic v (rotation around the Z axis), and mosaic n (rotation around the
X axis); in all casesin units of full-width-half-maxim um minutes of arc.

Optionally , the absorption cross-sectionat 2200m/s and the incoherent cross-section
may be given asabsorbtion and incoherent (in barns), with default of zero;and p transmit
may be assigneda ¯xed Monte Carlo probabilit y for transmission through the crystal
without any interaction.

The user must specify a list of reciprocal lattice vectors ¿ to consideralong with their
structure factors jF¿ j2. The usermust alsospecify the coordinates (in direct space)of the
unit cell axesa, b, and c, from which the reciprocal lattice will be computed.

In addition to coherent scattering, Single crystal also handles incoherent scattering
amd absorption. The incoherent scattering cross-sectionis supplied by the user as a
constant ¾inc . The absorption cross-sectionis supplied by the user at 2200 m/s, so the
actual cross-sectionfor a neutron of velocity v is ¾abs = ¾2200

2200 m=s
v .

8.3.1 The physical mo del

The textb ook expressionfor the scattering cross-sectionof a crystal is [42, ch.3]:

µ
d¾
d­

¶

coh:el:
= N

(2¼)3

V0

X

¿

±(¿ ¡ · )jF¿ j2 (8.17)

Here jF¿ j2 is the structure factor (de¯ned in section8.2), N is the number of unit cells,V0

is the volume of an individual unit cell, and · (= k i ¡ k f ) is the scattering vector. ±(x ) is a
3-dimensionaldelta function in reciprocal space,so for given incoming wave vector k i and
lattice vector ¿, only a single ¯nal wave vector k f is allowed. In general, this wavevector
will not ful¯ll the conditions for elastic scattering (kf = ki ). In a real crystal, however,
re°ections are not perfectly sharp. Becauseof imperfection and ¯nite-size e®ects,there
will be a small region around ¿ in reciprocal spaceof possiblescattering vectors.
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Figure 8.4: Ewald sphereconstruction for a single neutron showing the Gaussianbroad-
ening of reciprocal lattice points in their local coordinate system.

Single crystal simulates a crystal with a mosaicspread´ and a lattice plane spacing
uncertainty ¢ d=d. In such crystals the re°ections will not be completely sharp; there will
be a small region around each reciprocal lattice point of the crystal that contains valid
scattering vectors.

Wemodel the mosaicity and ¢ d=dof the crystal with 3-dimensionalGaussianfunctions
in reciprocal space(see¯gure 8.4). Two of the axesof the Gaussianare perpendicular to
the reciprocal lattice vector ¿ and model the mosaicity. The third one is parallel to ¿ and
models¢ d=d. We assumethat the mosaicity is small so that the possibledirections of the
scattering vector may be approximated with a Gaussianin rectangular coordinates.

If the mosaic is isotropic (the samein all directions), the two Gaussianaxesperpen-
dicular to ¿ are simply arbitrary normal vectors of equal length given by the mosaic. But
if the mosaic is anisotropic, the two perpendicular axes will in general be di®erent for
each scattering vector. In the absenceof anything better, Single crystal usesa model
which is at least mathematically plausible and which works as expected in the two com-
mon cases:(1) isotropic mosaic, and (2) two mosaic directions (\horizon tal and vertical
mosaic") perpendicular to a scattering vector.

The basis for the model is a three-dimensional Gaussiandistribution in Euler angles
giving the orientation probabilit y distribution for the micro-crystals; that is, the misorien-
tation is given by small rotations around the X , Y , and Z axes,with the rotation angles
having (in generaldi®erent) Gaussianprobabilit y distributions. For given scattering vec-
tor ¿, a rotation of the micro-crystals around an axis parallel to ¿ has no e®ecton the
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direction of the scattering vector. Supposewe form the intersection between the three-
dimensional Gaussianin Euler anglesand a plane through the origin perpendicular to ¿.
This gives a two-dimensional Gaussian,say with axesde¯ned by unit vectors g1 and g2
and mosaicwidths ´ 1 and ´ 2.

We now let the mosaic for ¿ be de¯ned by rotations around g1 and g2 with angles
having Gaussiandistributions of widths ´ 1 and ´ 2. Sinceg1, g2, and ¿ are perpendicular,
a small rotation of ¿ around g1 will change ¿ in the direction of g2. The two axes of
the Gaussianmosaicin reciprocal spacethat are perpendicular to ¿ will thus be given by
¿´ 2g1 and ¿´ 1g2.

We now derive a quantitativ e expressionfor the scattering cross-sectionof the crystal
in the model. For this, we intro duce a local coordinate system for each reciprocal lattice
point ¿ and usex for vectors written in local coordinates. The origin is ¿, the ¯rst axis
is parallel to ¿ and the other two axes are perpendicular to ¿. In the local coordinate
system, the 3-dimensionalGaussianis given by

G(x1; x2; x3) =
1

(
p

2¼)3

1
¾1¾2¾3

e
¡ 1

2 (
x 2

1
¾2

1
+

x 2
2

¾2
2

+
x 2

3
¾2

3
)

(8.18)

The axesof the Gaussianare ¾1 = ¿¢ d=dand ¾2 = ¾3 = ´ ¿. Herewe usedthe assumption
that ´ is small, so that tan ´ ¼ ´ (with ´ given in radians). By intro ducing the diagonal
matrix

D =

0

@
1
2¾2

1 0 0
0 1

2¾2
2 0

0 0 1
2¾2

3

1

A

equation (8.18) can be written as

G(x ) =
1

(
p

2¼)3

1
¾1¾2¾3

e¡ x T D x (8.19)

again with x = (x1; x2; x3) written in local coordinates.
To get an expressionin the coordinates of the reciprocal lattice of the crystal, we

intro duce a matrix U such that if y = (y1; y2; y3) are the global coordinates of a point in
the crystal reciprocal lattice, then U(y + ¿) are the coordinates in the local coordinate
system for ¿. The matrix U is given by

UT = (û1; û2; û3);

where û1, û2, and û3 are the axes of the local coordinate system, written in the global
coordinates of the reciprocal lattice. Thus û1 = ¿=¿, and û2 and û3 are unit vectors
perpendicular to û1 and to each other. The matrix U is unitarian, that is U ¡ 1 = UT . The
translation betweenglobal and local coordinates is

x = U(y + ¿) y = UT x ¡ ¿

The expressionfor the 3-dimensionalGaussianin global coordinates is

G(y ) =
1

(
p

2¼)3

1
¾1¾2¾3

e¡ (U(y + ¿))T D (U(y + ¿)) (8.20)
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The elastic coherent cross-sectionis then given by
µ

d¾
d­

¶

coh:el:
= N

(2¼)3

V0

X

¿

G(¿ ¡ · )jF¿ j2 (8.21)

8.3.2 The algorithm

The overview of the algorithm usedin the Single crystal component is as follows:

1. Check if the neutron intersects the crystal. If not, no action is taken.

2. Search through a list of reciprocal lattice points of interest, selecting those that
are closeenoughto the Ewald sphereto have a non-vanishing scattering probabilit y.
From these,compute the total coherent cross-section¾coh (seebelow), the absorption
cross-section¾abs = ¾2200

2200 m=s
v , and the total cross-section¾tot = ¾coh+ ¾inc + ¾abs.

3. The transmission probabilit y is exp(¡ ¾tot
V0

`) where ` is the length of the °igh t path
through the crystal. A Monte Carlo choice is performed to determine whether the
neutron is transmitted. Optionally , the usermay set a ¯xed Monte Carlo probabilit y
for the ¯rst scattering event, for exampleto boost the statistics for a weak re°ection.

4. For non-transmission,the position at which the neutron will interact is selectedfrom
an exponential distribution. A Monte Carlo choice is made of whether to scatter
coherently or incoherently . Absorption is treated by weight adjustment (seebelow).

5. For incoherent scattering, the outgoing wave vector k f is selectedwith a random
direction.

6. For coherent scattering, a reciprocal lattice vector is selected by a Monte Carlo
choice, and k f is found (seebelow).

7. Adjust the neutron weight as dictated by the Monte Carlo choicesmade.

8. Repeat from (2) until the neutron is transmitted (to simulate multiple scattering).

For point 2, the distance dist betweena reciprocal lattice point and the Ewald sphere
is consideredsmall enough to allow scattering if it is less than ¯v e times the maximum
axis of the Gaussian,dist · 5max(¾1; ¾2; ¾3).

8.3.3 Cho osing the outgoing wave vector

The ¯nal wave vector k f must lie on the intersection between the Ewald sphere and
the Gaussian ellipsoid. Since ´ and ¢ d=d are assumedsmall, the intersection can be
approximated with a plane tangential to the sphere,see¯gure 8.5. The tangential point
is taken to lie on the line betweenthe center of the Ewald sphere¡ k i and the reciprocal
lattice point ¿. Sincethe radius of the Ewald sphereis ki , this point is

o = (1 ¡ ki=½)½¡ ¿

where ½= k i ¡ ¿.
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Figure 8.5: The scattering triangle in the single crystal.

The equation for the plane is

P (t ) = o + B t ; t 2 R2 (8.22)

Here B = (b1; b2) is a 3£ 2 matrix with the two generatorsfor the plane b1 and b2. These
are (arbitrary) unit vectors in the plane, being perpendicular to each other and to the
plane normal n = ½=½.

Each t de¯nes a potential ¯nal wave vector k f (t ) = k i + P (t ). The value of the
3-dimensionalGaussianfor this k f is

G(x (t )) =
1

(
p

2¼)3

1
¾1¾2¾3

e¡ x (t )T D x (t ) (8.23)

where x (t ) = ¿ ¡ (k i ¡ k f (t )) is given in local coordinates for ¿. It can be shown that
equation (8.23) can be re-written as

G(x (t )) =
1

(
p

2¼)3

1
¾1¾2¾3

e¡ ®e¡ (t ¡ t 0 )T M (t ¡ t 0 ) (8.24)

whereM = B T DB is a 2£ 2 symmetric and positive de¯nite matrix, t 0 = ¡ M ¡ 1B T Do is
a 2-vector, and ® = ¡ t T

0 M t 0+ oT Do is a real number. Note that this is a two-dimensional
Gaussian(not necessarilynormalized) in t with center t 0 and axis de¯ned by M .

To choosek f we samplet from the 2-dimensionalGaussiandistribution (8.24). To do
this, we ¯rst construct the Cholesky decomposition of the matrix ( 1

2M ¡ 1). This gives a
2£ 2 matrix L such that LL T = 1

2M ¡ 1 and is possiblesinceM is symmetric and positive
de¯nite. It is given by

L =

Ã p
º 11 0

º 12p
º 11

q
º 22 ¡ º 2

12
º 11

!

where
1
2

M ¡ 1 =
µ

º 11 º 12

º 12 º 22

¶
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Now let g = (g1; g2) be two random numbers drawn form a Gaussian distribution with
mean 0 and standard deviation 1, and let t = Lg + t 0. The probabilit y of a particular t
is then

P(t )dt =
1

2¼
e¡ 1

2 gT gdg (8.25)

=
1

2¼
1

det L
e¡ 1

2 (L ¡ 1 (t ¡ t 0 )) T (L ¡ 1 (t ¡ t 0 )) dt (8.26)

=
1

2¼
1

det L
e¡ (t ¡ t 0 )T M (t ¡ t 0 )dt (8.27)

wherewe usedthat g = L ¡ 1(t ¡ t 0) so that dg = 1
det L dt . This is just the normalized form

of (8.24). Finally we set k 0
f = k i + P (t ) and k f = (ki=k0

f )k 0
f to normalize the length of

k f to correct for the (small) error intro duced by approximating the Ewald spherewith a
plane.

8.3.4 Computing the total coheren t cross-section

To determine the total coherent scattering cross-section,the di®erential cross-sectionmust
be integrated over the Ewald sphere:

¾coh =
Z

Ewald

µ
d¾
d­

¶

coh:el:
d­

For small mosaicwe may approximate the spherewith the tangential plane, and we thus
get from (8.21) and (8.24):

¾coh;¿ =
Z

N
(2¼)3

V0
G(¿ ¡ · )jF¿ j2d­ (8.28)

=
1
k 2

i
N

(2¼)3

V0

1

(
p

2¼)3

e¡ ®

¾1¾2¾3
jF¿ j2

Z
e¡ (t ¡ t 0 )T M (t ¡ t 0 )dt (8.29)

= det(L )
1

k 2
i
N

(2¼)3=2

V0

e¡ ®

¾1¾2¾3
jF¿ j2

Z
e¡ 1

2 gT gdg (8.30)

= 2¼det(L )
1

k 2
i
N

(2¼)3=2

V0

e¡ ®

¾1¾2¾3
jF¿ j2 (8.31)

=
det(L )

k 2
i

N
(2¼)5=2

V0

e¡ ®

¾1¾2¾3
jF¿ j2 (8.32)

¾coh =
X

¿

¾coh;¿ (8.33)

As before,we let g = L ¡ 1(t ¡ t 0) so that dt = det(L )dg.

Neutron weigh t factor adjustmen t We now calculate the correct neutron weight
adjustment for the Monte Carlo choices made. In three casesis a Monte Carlo choice
madewith a probabilit y di®erent from the probabilit y of the corresponding physical event:
When deciding whether to transmit the neutron or not, when simulating absorption, and
when selectingthe reciprocal lattice vector ¿ to scatter from.
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If the user has choosena ¯xed transmission probabilit y f (transmit ) = ptransmit , the
neutron weight must be adjusted by

¼(transmit ) =
P(transmit )
f (transmit )

where { (transmit ) = exp(¡ ¾tot
V0

`) is the physical transmission probabilit y. Likewise, for
non-transmission the adjustment is

¼(no transmission) =
1 ¡ P(transmit )
1 ¡ f (transmit )

:

Absorption is never explicitly simulated, so the Monte Carlo probabilit y of coherent
or incoherent scattering is f (coh) + f (inc) = 1. The physical probabilit y of coherent or
incoherent scattering is

P(coh) + P(inc) =
¾coh + ¾inc

¾tot
;

so again a weight adjustment ¼(cohjinc) = ¦(coh jinc)=f (cohjinc) is needed.
When choosing the reciprocal lattice vector ¿ to scatter from, the relative probabilit y

for ¿ is r ¿ = ¾coh;¿=jF¿ j2. This is done to get better statistics for weak re°ections. The
Monte Carlo probabilit y for the reciprocal lattice vector ¿ is thus

f (¿) =
r¿P
¿ r¿

whereas the physical probabilit y is P(¿) = ¾coh;¿=¾coh. A weight adjustment is thus
neededof

¼(¿) =
P(¿)
f (¿)

=
¾coh;¿

P
¿ r¿

¾coh r¿
:

In most cases,however, only one re°ection is possible,whence¼= 1.

8.3.5 Implemen tation details

The equations describing Single crystal are quite complex, and consequently the code
is fairly sizeable. Most of it is just the expansionof the vector and matrix equations in
individual coordinates, and should thus be straightforward to follow.

The implementation pre-computes a lot of the necessaryvalues in the INITIALIZE
section. It is thus actually very e±cient despite the complexity. If the list of reciprocal
lattice points is big, however, the search through the list will be slow. The precomputed
data is stored in the structures hkl info and in an array of hkl data structures (one for
each reciprocal lattice point in the list). In addition, for every neutron event an array
of tau data is computed with one element for each reciprocal lattice point close to the
Ewald sphere. Except for the search for possible¿ vectors, all computations are done in
local coordinates using the matrix U to do the necessarytransformations.

The list of reciprocal lattice points is speci¯ed in an ASCII data ¯le. Each line contains
seven numbers, separatedby white space.The ¯rst three numbers are the (h; k; l ) indices
of the reciprocal lattice point, and the last number is the value of the structure factor
jF¿ j2, in barns. The middle three numbers are not used and may be omitted; they are
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neverthelessrecommandedsince this makes the ¯le format compatible with the output
from the Crystallographica program [43]. Any line beginning with any character of #;/%
is consideredto be a comment, and lines which can not be read as vectors/matrices are
ignored. Example data *.lau ¯les are given in directory MCSTAS/data. Powder ¯les from
ICSD/LAZY [7] and Fullprof [44] may also be used (seeTable 1.2, page 12), but as the
equivalent ~q vectorsaresuperposed,not all Bragg spots will besimulated, and the intensity
will be scaledby the multiplicit y for each spot.
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8.4 Sans spheres: A sample of hard spheres for small-angle
scattering

Name: Sansspheres
Author: (System); Lise Arleth, Veterinary University of Denmark
Input parameters R, xw , yh , zt , r , ¾a, Á, ¢ ½, Rdet , d
Optional parameters
Notes

The component Sans spheres modelsa sampleof small independent spheresof radius
R, which are uniformly distributed in a rectangular volume xw £ yh £ zt with a volume
fraction Á. The absorption crosssectiondensity for the spheres(or is it from the solution?)
is ¾a (in units of m¡ 1), speci¯ed for neutrons at 2200 m/s. Absorption and incoherent
scattering from the medium is neglected. The di®erencein scattering length density (the
contrast) betweenthe hard spheresand the medium is called ¢ ½. d denotesthe distance
to the (presumedcircular) SANS detector of radius R.

8.4.1 Small-angle scattering cross section

The neutron intensity scattered into a solid angle ¢­ for a °at isotropic SANS samplein
transmission geometry is given by [8]:

I s(q) = ª¢­ TAzmax
d¾v

d­
(q); (8.34)

where ª is the neutron °ux, T is the sample transmission, A is the illuminated sample
area, and zmax the length of the neutron path through the sample.

In this component, we consider only scattering from a thin solution of monodisperse
hard spheresof radius R, where the volume-speci¯c scattering crosssection is given by [8]

d¾v

d­
(q) = n(¢ ½)2V 2f (q); (8.35)

where f (q) =
³

3sin(qR)¡ qR cos(qR)
(qR)3

´ 2
, n is the number density of spheres,and V = 4=3¼R3

is the spherevolume. (The density is thus n = Á=V.)
Multiple scattering is ignored.

8.4.2 Algorithm

All neutrons, which hit the sample volume, are scattered. (Hence, no direct beam is
simulated.) For scattered neutrons, the following stepsare taken:

1. Choosea value of q uniformly in the interval [0;qmax ].

2. Choosea polar angle, ®, for the q-vector uniformly in [0;¼].

3. Scatter the neutron according to (q; ®).

4. Calculate and apply the correct weight factor correction.
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8.4.3 Calculating the weight factor

The scattering position is found by a Monte Carlo choice uniformly along the whole (un-
scattered) beam path with the sample, length l full , giving f l = 1=lfull . The direction
focusing on the detector gives(in an small angle approximation) f ­ = d2=(¼R2

det ).
Hence,the total weight tranformation factor becomes(more explanation to come)

¼j = l full (¼R2
det=d2)=(4¼)n(¢ ½)2V 2f (q) exp(¡ ¹ al ); (8.36)

where ¹ a is the linear attenuation factor due to absorption and l is the total neutron path
length within the sample.
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8.5 Phonon simple: A simple phonon sample

Name: Phonon simple
Author: Kim Lefmann, Ris¿ National Laboratory
Input parameters r o, h, r foc, x target , ytarget , ztarget , ¾abs, ¾inc , a, b, c, M , DW, T
Optional parameters wx , hy , tz, wfocus; hfocus, wfoc;angle, hfoc;angle, target index
Notes only validated qualitativ ely

This component modelsa simple phonon signal from a singlecrystal of a pure element
in an fcc crystal structure. Only one isotropic acoustic phonon branch is modelled, and
the longitudinal and transversedispersionsare identical with the velocity of soundbeing c.
Other physical parametersare the atomic mass,M , the lattice parameter, a, the scattering
length, b, the Debye-Waller factor, DW, and the temperature, T. Incoherent scattering and
absorption are taken into account by the crosssections¾abs and ¾inc .

The samplecan have the form of a cylinder with height h and radius r 0, or a box with
dimensionswx ; hy ; tz.

Phonons are emitted into a speci¯c range of solid angles, speci¯ed by the location
(x t ; yt ; zt ) and the focusing radius, r 0. Alternativ ely, the focusing is given by a rectangle,
wfocus and hfocus, and the focus point is given by the index of a down-stream component,
target_index .

Multiple scattering is not included in this component.

8.5.1 The phonon cross section

The inelastic phonon cross section for a Bravais crystal of a pure element is given by
Ref. [42, ch.3 ]

d2¾0

d­ dEf
= b2 kf

ki

(2¼)3

V0

1
2M

exp(¡ 2W)

£
X

¿;q;p

(· ¢eq;p)2

! q;p

¿
nq;p +

1
2

¨
1
2

À
±(! § ! q;p)±(· § q ¡ ¿); (8.37)

whereboth annihilation and creation of onephonon is considered(represented by the plus
and minus sign in the dispersiondelta functions, respectively). In the equation, exp(¡ 2W)
is the Debye-Waller factor, DWand V0 is the volume of the unit cell. The sum runs over
the reciprocal lattice vectors, ¿, over the polarisation index, p, and the N allowed wave
vectors q within the Brillouin zone (where N is the number of unit cells in the crystal).
Further, eq;p is the polarization unit vectors, ! q;p the phonon dispersion, and the Bose
factor is hnq;pi = (~exp(j! q;pj=kBT) ¡ 1)¡ 1.

We have simpli¯ed this expressionby assuming no polarization dependenceof the
dispersion, giving

P
p(· ¢eq;p)2 = · 2. We assumethat the inter-atomic interaction is

nearest-neighbour-only so that the phonon dispersion becomes:

d1(q) = c1=a
p

z ¡ sq; (8.38)

wherez = 12 is the number of nearestneighbours and sq =
P

nn cos(q ¢r nn), where in turn
r nn is the lattice positions of the nearestneighbours.
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This dispersion relation may be modi¯ed with a small e®ort, since it is given as a
separatec-function attatched to the component.

To calculate d¾=d­ we needto transform the q sum into an integral over the Brillouin
zoneby

P
q ! N Vc(2¼)¡ 3

R
BZ d3q. The · sum can now be removed by expanding the q

integral to in¯nit y. All in all, the partial di®erential crosssection reads

d2¾0

d­ dEf
(· ; ! ) = N b2 kf

ki

1
2M

Z
~· 2

~! q

¿
nq +

1
2

¨
1
2

À
±(! § ! q)±(· § q)d3q

= N b2 kf

ki

~2· 2

2M ~! q

¿
n· +

1
2

§
1
2

À
±(~! § d1(· )) : (8.39)

8.5.2 The algorithm

All neutrons, which hit the sample volume, are scattered into a particular range of solid
angle, ¢­, like many other components. One of the di±cult things in scattering from a
dispersion is to take care to ful¯ll the dispersion criteria and to ¯nd the correct weight
transformation.

In Phonon simple , the following stepsare taken:

1. If the sampleis hit, calculate the total path length inside the sample,otherwiseleave
the neutron ray unchanged.

2. Choosea scattering point inside the sample

3. Choosea direction for the ¯nal wave vector, k̂ f within ¢­.

4. Calculate possible values of kf so that the dispersion relation is ful¯lled for the
corresponding value of k f . (There is always at least one possiblekf value [41].)

5. Chooseone of the calculated kf values.

6. Propagate the neutron to the scattering point and adjust the neutron velocity ac-
cording to kf .

7. Calculate and apply the correct weight factor correction, seebelow.

8.5.3 The weight transformation

Beforemaking the weight transformation, we needto calculate the probabilit y for scatter-
ing alongonecertain direction ­ from onephononmode. To do this, wemust integrate out
the delta functions in the crosssection(8.39). We hereusethat ~! q = ~2(k2

i ¡ k2
f )=(2mN ),

· = k i ¡ kf k̂ f , and the integration rule
R

±(f (x)) = (df =dx)(0) ¡ 1. Now, we reach

µ
d¾0

d­

¶

j
=

Z
d2¾0

d­ dEf
dEf = N b2 kf

ki

~2· 2

2M d1(· j )J (kf ;j )

¿
n· +

1
2

§
1
2

À
: (8.40)

where the Jacobian reads

J = 1 ¡
mN

kf ~2

@
@kf

(d1(· )) : (8.41)
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A rough order-of-magnitude consideration gives kf ;j
k i

¼ 1, J ¼ 1, hn· + 1
2 § 1

2 i ¼ 1,
~2 · 2

2M d1 (· ) ¼ m
M . Hence,

¡ d¾
d­

¢
j ¼ N b2 m

M , and the phonon crosssection becomesa fraction of

the total scattering crosssection 4¼N b2, as it must be. The di®erential crosssection per
unit volume is found from (8.40) by replacing N with 1=V0.

The total weight transformation now becomes

¼i = alin lmaxns¢­ b2 kf ;j

ki

~2·
2V0M d1(· )J (kf ;j )

¿
n· +

1
2

§
1
2

À
; (8.42)

where ns is the number of possibledispersion values in the chosendirection.
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Figure 8.6: An l¡ 4He sample in a cryostat, simulated with the Isotropic Sqw component
in concentric geometry.

8.6 Isotropic Sqw: A general S(q; ! ) coheren t and incoher-
ent scatterer

Name: Isotropic Sqw
Author: V. Hugouvieux, E. Farhi
Input parameters Sqw coh, ¾coh, Sqw inc, ¾inc ; V½; ¾abs; T ,xwidth ; yheight ; zthich ; ro; r i ,

thickness
Optional parameters qmin ; qmax ; ! min ; ! max ; dÁ, order
Notes partly validated (Vanadium OK, PowderN more accurate for

powders)

The component assumesthat the sample has the structure of an isotropic material.
This stands for liquids, glasses(amorphoussystems),polymers, gaz,and may be extended
to powders. It simulates coherent and incoherent neutron scattering, and may be used
to model isotropic samples,but also sample environments as concentric geometriesare
possible. The main input for the component is S(q; ! ) tables, or powder structure ¯les.
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8.6.1 Neutron in teraction with matter

When a neutron enters a material, according to usual models and letting the absorption
aside to begin with, it 'sees'atoms as disks with a surface equal to the total scattering
crosssectionof material ¾. Each coherent and incoherent processis associated with a given
probabilit y to hit thesecross-sections,accordingto ¾coh or ¾inc . We may chooserandomly
a scattering position along the path, using e.g. an exponential decay probabilit y. If the
scattering condition is not satis¯ed, the neutron is transmitted, and leavesthe sample. In
any case,the absorption lowers the intensity accordingto an e¡ ½¾abs d absorption law along
the propagation path d. In this process,the neutron is consideredto be a particule.

Once the neutron 'knows' that something (terrible) is going to occur, it looks for a
possibleexcitation to interact with. Then we turn to the wave description of the neutron,
which interacts with the whole volume. The distribution of excitations, from which derives
their relative intensity in the scattered beam, is simply the dynamic structre factor - or
scattering law - S(q; ! ). According to the de¯nition of the density of states, we may use
g(! ) as the probabilit y law to scatter at a given energy transfer.

The neutron leavesthe scattering point when a suitable (q; ! ) choicehasbeenfound to
satisfy the conservation laws. The processis iterated until the neutron leavesthe volume
of the material, eventually producing multiple scattering contributions.

The method shown below for multiple scattering handling is quite close in many re-
spects to the earlier MSC [45], Discus [46] and MSCAT [47] programs, eventhough this
implementation is original.

8.6.2 Theoretical side

Pair correlation function g(r ) and Dynamic structure factor S(q; ! )

Following Squires ([42], p63), the neutron di®erential scattering cross section for both
coherent and incoherent processesis

d2¾
d­ dEf

=
¾
4¼

kf

ki
N S(q; ! ) (8.43)

with usual notations: N = ½V is the number of atoms in the scattering volume V with
atomic number density ½, E f ; E i ; kf ; ki are the energyand wavevectors of ¯nal and initial
states respectively, ¾ is the scattering cross-section,and q; ! are the wave-vector and
energy transfer at the sample. The unit of the dynamical structure factor S(q; ! ) is an
inverseenergy. We de¯ne its norm

jSj =
ZZ

S(q; ! )dqd! : (8.44)

Someeaselymeasureablecoherent quantities in a liquid are the static pair correlation
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function g(r ) and the structure factor S(q), de¯ned as:

½g(~r ) =
1
N

NX

i =1

X

j 6= i

h±(~r + ~r i ¡ ~r j )i (8.45)

S(~q) =
Z

S(~q; ! )d! (8.46)

= 1 + ½
Z

V
[g(~r ) ¡ 1]ei ~q:~r d~r (8.47)

= 1 + ½
Z 1

0
[g(r ) ¡ 1]

sin(qr )
qr

4¼r 2dr in isotropic materials: (8.48)

The latter expression,in isotropic materials, may be Fourier transformed as:

g(r ) ¡ 1 =
1

2¼2½

Z 1

0
q2[S(q) ¡ 1]

sin (qr )
qr

dq (8.49)

Both g(r ) and S(q) converge to unit y for large r and q values respectively, and they are
representativ e of the atoms spatial distribution. In a liquid lim q! 0 S(q) = ½kB TÂT where
ÂT = ( @½

@P )V;T is the compressibility [48,49]. In perfect gases,S(q) = 1 for all q. These
quantities are obtained experimentaly from di®ractometers. In principle, Sinc (q) = 1, but
a q dependenceis rather usual, partly due to the Debye-Waller factor e¡ q2hu2 i . Anyway,
S(q) convergesto unit y at high q.

The static pair correlation function g(r ) is the probabilit y to ¯nd a neighbouring atom
at a given distance (unitless). Sinceg(0) = 0, Eq. (8.49) provides a useful normalization
sum-rule for coherent S(q):

Z 1

0
q2[S(q) ¡ 1]dq = ¡ 2¼2½ (8.50)

This means that the integrated oscilations (around 1) of Scoh(q) are directly related to
the density of the material ½. In practice, the function S(q) is often known on a restricted
rangeq 2 [0; qmax ], due to either limitations in the samplemolecular dynamics simulation,
or the measurement itself. In ¯rst approximation we consider that Eq. (8.50) can be
applied in this range, i.e. we neglect the large q contributions providing S(q) ¡ 1 converges
faster than 1=q2. Then, for any non-normalized coherent data set Sr aw , we may obtain
the normalized S = ®Sr aw with [49]

® '
q3

max =3 ¡ 2¼2½
Rqmax

0 q2Sr aw (q)dq
(8.51)

This coherent normalization rule is only applied when parameter norm_sqw=-1, which is
recommandedfor isotropic liquid-lik e materials. It is usually not suited for powders (see
below).

We may measure, e.g. with time-of-°igh t instruments, the density of states g! (! )
which is the fraction of modeswhoseenergy lie between! and ! + d! [50]

g! (! ) =

R
S(q; ! )dq

jSj
: (8.52)

This function is normalized to unit y,
R

g! (! )d! = 1 and is a probabilit y distribution of
mode energiesin the material.
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Figure 8.7: The probabilit y functions extracted from S(q; ! ). The energy transfer is ¯rst
selectedfrom the density of states g! , then the wavevector is obtained from gq(! ).

Dra wing probabilities from S(q; ! )

The main idea to implement the scattering from S(q; ! ) is to basically make two consec-
utiv e Monte Carlo choices,applying the well known joint probability theorem:

P(q \ ! ) = P(! ):P(q j ! ): (8.53)

Thus we de¯ne P(! ) as the cumulated distribution (primitiv e) of the density of states
g! (! ):

P(! ) =
Z !

0
g! (! 0)d! 0 (8.54)

The function P(! ) is the probabilit y for an excitation to have an energy lower than ! .
Similarly, we de¯ne the conditional probabilit y P(q j ! ) to be, for each energy lying

between! and ! + d! :

gq(q j ! ) =
S(q; ! )R
S(q; ! )dq

(8.55)

P(q j ! ) =
Z q

0
gq(q0 j ! )dq0 (8.56)

The former gq is the density of wavevector transfers for a selectedenergytransfer, and the
latter P(q j ! ) is the probabilit y for an excitation to have a wavevector lower than q, for
a given energy transfer ! .

Theseprobabilit y distributions g! and gq implement importance sampling for scatter-
ing, 'directing' neutron events to high S(q; ! ) regions.

8.6.3 The metho d

Cho osing the in teraction t yp e

The method usedis similar to the oneadopted in the Single_crystal component (section
8.3).

92 Ris¿{R{1538(EN)



We ¯rst compute the absorption and total cross-section

¾abs = ¾2200
abs

2200m=s
v

(8.57)

¾tot = ¾abs + ¾coh + ¾inc (8.58)

as well as the neutron tra jectory intersection with the geometry. This provides the total
path length in the sampledout to the exit. De¯ning the linear attenuation ¹ = ½¾tot , the
probabilit y that the neutron scatters (or be absorbed) along path dout is e¡ ¹d out . If this
condition is not satis¯ed, the neutron leavesthe sampleunchanged. In the other case,we
adjust the neutron weight by a factor

¼1 =
¾coh + ¾inc

¾tot
(8.59)

to account for the portion of absorbed neutrons along the path. Additionally , we choose
randomly the type of interaction with fractions ¾coh and ¾inc .

Cho osing the in teraction position

If the straight path to the sample volume exit is dout , the probabilit y that the neutron
scatters beforeexiting the sampleat a distance dscatt is:

P(dscatt < dout ) =
Z dout

0
¹e ¡ ¹x dx = 1 ¡ e¡ ¹d out : (8.60)

From that law, we may compute the cumulated distribution, which gives the probabilit y
for scattering to occur at a distance lower than dscatt , knowing that the neutron interacts
before dout . This law may be analytically inverted so that the path length dscatt may be
obtained directly from a uniform distribution random number »

dscatt = ¡
1
¹

ln(1 ¡ »[1 ¡ e¡ ¹d out ]): (8.61)

which then takes into account secondaryextinction, originating from the decreaseof the
beam intensity through the sample (a kind of self shielding). The Monte Carlo choice of
the scattering position in the sampleaccounts for the N ¾factor in Eq. (8.43).

Cho osing the q and ! transfer

If no S(q; ! ) data is available and the scattering processhas been chosenas incoherent,
we set ! = 0 and select randomly an outgoing wave vector k f .

In casethe S(q; ! ) data is available for the scattering process(coherent or incoherent), a
random choiceis madeto selectthe energytransfert using P(! ) with the g! (! ) probabilit y
distribution (Eq. 8.54). Similarly, we use P(q j ! ) to select a wavevector transfer (Eq.
8.55).

Choosing a (q; ! ) set and applying Eq. (8.53), we have obtained a probabilistic nor-
malized evaluation of the dynamical structure factor, which we multiply by the norm jSj
to obtain S(q; ! ):

S(q; ! ) = jSj:g! (! ):gq(q j ! ): (8.62)
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Then a selection between energy gain and loss is done with the detailed balance ratio
e¡ ~! =kB T .

Finally, a statistical weightening by a factor:

¼2 =
kf

ki
jSj (8.63)

is required to account for Eq. (8.43). The factor 4¼ in Eq. (8.43) originates from the
integration of events over space,and is thus implicitely included in the Monte Carlo choice
of the scattering direction.

Cho osing the scattered wave vector

The next step is to check that conservation laws

~! = E i ¡ E f =
~2

2m
(k2

i ¡ k2
f ) (8.64)

~q = ~ki ¡ ~kf (8.65)

can be satis¯ed. These conditions are closely related to the method for selecting the
outgoing wave vector direction.

When the ¯nal wave vector has to be computed, the quantities ~ki , ~! and q = j~qj are
known. From the energyconservation law Eq. (8.65), we select ramdomly one of the two

roots, k+
f and k¡

f . The scattered wave vector is noted : ~kf = kf
~̂ks where ~̂ks is a unit

vector.
Sincewe only know the norm of the scattering vector ~q, the momentum conservation law
Eq. (8.64) may be expressedas

q2 = j~ki ¡ ~kf j2 = jk2
i + k2

f ¡ 2kf
~ki ¢~̂ks (8.66)

where~ki ¢~̂ks stands for the dot product of the vectors.
Now, we should solve :

~ki ¢~̂ks =
1

2kf
(k2

i + k2
f ¡ q2) = C (8.67)

j~̂ksj = 1 (8.68)

whereC is a constant. ~̂ks can be decomposedas: ~̂ks = B~ki + ~u0 whereB is a constant and
~u0 is a vector of Vect(~ki )? (that is the orthogonal of the spacegeneratedby ~ki ), which is

a plane P. Sincewe have : ~ki ¢~̂ks = C, we may write : B = C
k2

i
. The vectors ~u0 such that

j~̂ksj = 1 de¯ne a circle of radius R : j~u0j = R. Since~u0 and B~ki are orthogonal, we ¯nd :

C2

k2
i

+ R2 = j~̂ksj2 = 1 (8.69)
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Figure 8.8: How to compute the outgoing wavevector direction ~̂ks

from which we deducethe radius of the circle :

R =

s

1 ¡
C2

k2
i

: (8.70)

Let us now de¯ne an orthonormal basis (~u1; ~u2) of the plane containing ~u0. ~u0 can be
decomposed as : ~u0 = R(cosµ~u1 + sinµ~u2), where µ can be randomly drawn for a
uniform distribution. Finally, we obtain :

~̂ks =
C2

k2
i

~ki + R(cosµ~u1 + sinµ~u2) (8.71)

Extension to powder elastic scattering

In principle, the component can work in purely elastic mode if only the ! = 0 column is
available in S. Anyway, in the di®ractionists world, peopledo not usually de¯ne scattering
with S(q) (Eq. 8.46), but through the scattering vector ¿, multiplicit y z(¿) (for powders),
and jF 2j structure factors including Debye-Waller factors, as in Eq. 8.17.

When doing di®raction, and neglecting inelastic contribution as ¯rst approximation,
we may integrate Eq. 8.43, keepingki = kf .

µ
d¾
d­

¶

coh:el:
(jqj) =

Z 1

0

d2¾coh

d­ dEf
dEf =

N ¾coh

4¼
Scoh(q) (8.72)

= N
(2¼)3

V0

X

¿

±(¿ ¡ q)jF¿ j2 from Eq: (8:17) (8.73)

with V0 = 1=½being the volume of a lattice unit cell. Then we come to the formal
equivalence,in the powder case[42] (integration over Debye-Scherrer cones):

Scoh(q) =
4¼½
¾coh

z(q)
q

jFqj2 in a powder: (8.74)
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for each lattice Bragg peak wave vector q. The normalization rule Eq. (8.51) can not
usually be applied for powders,asthe S(q) is a set of Dirac peaksfor which the

R
q2S(q)dq

is di±cult to compute, and S(q) doesnot convergeto unit y for large q.
Of course,the component PowderN (seesection 8.2) can handle powder samplesmore

e±ciently (faster, better accuracy), but doesnot take into account multiple scattering.

Imp ortan t remarks and limitations

Sincethe choice of the interaction type, we know that the neutron must scatter, with an
appropriate ~kf outgoing wave vector. If any of the choicesin the method fails:

1. the roots k+
f and k¡

f are imaginary, which meansthat conservation laws can not be
satis¯ed and for instance the selectedenergy transfert is higher than the incoming
neutron energy

2. the radius of the target circle R is imaginary

then a new (q; ! ) set is drawn, and the processis iterated until sucessor - at last - removal
of the neutron event. This latter absorption is then reported at the end of the simulation,
as it never occurs in reality - neutrons that scatter do ¯nd a suitable (q; ! ) set.

A way to avoid this is to focus the q; ! range from the S(q; ! ) data ¯le to the actual
beamcharacteristics (matching instrument dynamical range). This is donee.g. by setting
the component parameter wmax to the maximum energyof the incoming beam. In a few
words, the S(q; ! ) data set extension in Q and ! should preferably be smaller than the
extension of the incoming beam and the scattered beam of interest for the experiment.
Otherwise someMonte carlo choiceslead to scattering in non useful regions of S, which
reducesdramatically the algorithm e±ciency, possibly removing neutrons by underesti-
mating intensity. An automatic probabilit y table optimization may be activated when
setting parameter auto_qw=1. This is higly recommanded,but may sometimesmiss a few
neutrons if the q; ! beam range has beenguessedtoo small.

Focusing the q and ! range, to the onebeing able to scatter the incoming beam,when
using the component does improve signi¯cantly the speedof the computation. Addition-
ally, if you restrict the scattering the ¯rst order only (parameter order=1), then you may
specify the angular vertical extensiondÁ of the scattering areato gain optimized focusing.
This option does not apply when handling multiple scattering (which emits in 4¼ many
times beforeexiting the sample).

A bilinear interpolation for the Q; ! determination is recommandedto improve the
accuracy of the scattered intensity, but it may be unactivated when setting parameter
interpolate=0 . This will often result in a discrete Q; ! sampling.

As indicated in the previous section, the Isotropic Sqw component is not as accurate
as PowderN for powders scattering for single scattering.

8.6.4 The implemen tation

Geometry

The geometry for the component may be box, cylinder and sphereshaped, either ¯lled or
hollow. Relevant parameters for this purposeare as follow:
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Parameter type meaning
Sqw coh string Coherent scattering data ¯le name. Use 0 or "" to

disable
Sqw inc string Incoherent scattering data ¯le name. Use 0 or "" to

scatter isotropically (Vanadium like)
sigma coh [barns] Coherent scattering cross-section.0 to disable
sigma inc [barns] Incoherent scattering cross-section.0 to disable
sigma abs [barns] Absorption cross-section.0 to disable
V rho [ºA ¡ 3] atomic number density. May also be speci¯ed with

molar weight weight in [g/mol] and material density
in [g/cm3]

T [K] Temperature. 0 disablesdetailed balance
xwidth [m]
yheight [m] dimensionsof a box shaped geometry
zthick [m]
radius o [m] dimensionsof a cylinder shaped geometry
radius i [m] spheregeometry if radius i=0
thickness [m] thicknessof hollow shape
norm sqw number When positive, the value is used as the integral of

S(q,w). Null value usescomputed integral. Any neg-
ative value will normalize on the density (for liquids,
NOT recommandedfor Powders)

auto qw boolean Automatically optimize probabilit y tables during sim-
ulation (recommanded)

interpolate boolean Smooth S(q; ! ) table (recommanded)
order integer Limit multiple scattering up to given order. 0 means

no limitations
concentric boolean Enables to 'enter' inside concentric hollow geometries

Table 8.2: Main Isotropic Sqw component parameters
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² box: dimensionsare xwidth £ yheight £ zthick .

² box, hollo w: idem, and the side wall thicknessis set with thick ness.

² cylinder : dimensionsare r o for the radius and yheight for the heigh.

² cylinder, hollo w: idem, and hollow part is set with either r i internal radius, or
thick ness.

² sphere : dimension is r o for the radius.

² sphere, hollo w: idem, and hollow part is set with either r i internal radius, or
thick ness.

The AT position corresponds to the center of the sample.
Hollow shapes are particularly useful to model complex sample environments. Refer

to section below for more details on this topic.

Dynamical structure factor

The material behaviour is speci¯ed through the total scattering cross-sections¾coh, ¾inc ,
¾abs, and the S(q; ! ) data ¯les.

If you are lucky enoughto have accessto separatedcoherent and incoherent contribu-
tions (e.g. from material simulation), simply set Sqw coh and Sqw inc paremeter to the
¯les names. If on the other hand you have accessto a global data set containing incoherent
scattering as well (e.g. the result of a previous experiment), use Sqw coh parameter, set
the ¾coh parameter to the sum of both contributions ¾coh + ¾inc , and set ¾inc = 0. This
way we only use one of the two implemented scattering channels. Such global data sets
may originate from previous experiments, as far asyou have applied all known corrections
(multiple scattering, geometry, ...).

In any case, the accuracy of the S(q; ! ) data limits the Q and ! resolution of the
simulation, eventhough a bilinear interpolation is performed in order to smooth a too
coarsebinning. The sampling of data ¯les should then be as thin as possible.

If the Sqw inc parameter is left unset but the ¾inc is not zero, an isotropic incoherent
elastic scattering is used, just like the V samplecomponent (seesection 8.1).

Anyway, as explained below, it is also possibleto only simulate the elastic scattering
from a powder ¯le (seebelow). Moreover, as there are two processchannels(coherent and
incoherent), it is possibleto simulate a mixture of two powders,with fractions proportional
to ¾coh and ¾inc .

File formats: S(q; ! ) inelastic scattering

The format of the data ¯les is free text, consisting of three numerical block, separatedby
empty lines or comments, in the following order

1. A vector of length m containing wavevector q values, in ºA ¡ 1.

2. A vector of length n containing energy ! values, in meV.

3. A matrix of sizem rows by n columns, of S(q; ! ) values, in meV¡ 1.
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Any line beginning with any character of #;/% is consideredto be a comment, and lines
which can not be read as vectors/matrices are ignored. Example ¯les are listed as *.sqw
¯les in directory MCSTAS/data.

The ¯le header may optionally contain parameter settings for the material, as com-
ments, with keywords as is the following example:

#V_0 0.07
#sigma_abs 5
#sigma_inc 4.8
#sigma_coh 1
#Temperature 10

Some sqw data ¯les are included in the McStas distribution data directory, and they
contain material parameter settings in their header,so that you may use:

Isotropic_Sqw(<geometry parameters>, Sqw_coh="He4.sqw", T=10)

A table of S(q; ! ) data ¯les for a few liquids are listed in Table 1.3 (page 13).

File formats: S(q) liquids

This ¯le format provides a meanto import directly an S(q) data set, when setting param-
eters:

powder_format=qSq

The 'Sqw coh' (or 'Sqw inc') ¯le should contains a single numerical block, which column
assignment is defaulted as q and S(q) being the ¯rst and secondcolumns respectively.
This may be overridden from the ¯le headerwith '#column' keywords, as in the example:

#column_q 2
#column_Sq 1

Such ¯les can only handle elastic scattering.

File formats: powder structures (LAZY, Fullprof, Crystallographica)

Data ¯les as used by the component PowderN may also be read. Data ¯les of type lau
and laz in the McStas distribution data directory are self-documented in their header.
They do not needany additional parameters to be used,as in the example:

Isotropic_Sqw(<geometry parameters>, Sqw_coh="Al.laz")

Other column-based¯le formats may also be imported e.g. with parameterssuch as:

powder_format=Crystallographica
powder_format=Fullprof
powder_Dd =0
powder_DW =1

The last two parametersmay as well be speci¯ed in the data ¯le headerwith lines:
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#Debye_Waller 1
#Delta_d/d 1e-3

The powder description is then translated into S(q) by using Eq. (8.74). In this case,the
density ½= n=V0 is the number of atoms in the inversevolume of the unit cell.

As the component builds an S(q) from the powder structure description, the accuracy
of the Isotropic Sqw component is limited by the binning during that conversion. This
is usually enough to describe sample environments including powders (aluminium, cop-
per, ...), but it is recommandedto rather use PowderN for faster and accurate powder
di®raction, eventthough this latter doesnot implement multiple scattering.

Such ¯les can only handle elastic scattering. A list of common powder de¯nition ¯les
is available in Table 1.2 (page 12).

Concen tric geometries, sample environmen t

The component hasbeendesignedin a way which enablesto describe complex imbricated
set-ups,i.e. what you needto simulate sampleenvironments. To do so,onehas¯rst to use
hollow shapes,they keepin mind that each surrounding geometry should be ¯rst declared
before the central position (usially the sample) with the concentric=1 parameter, but
also duplicated (with an other instance name) at a symetric position with regards to the
centre as in the example (shown in Fig. 8.7):

COMPONENTs_in=Isotropic_Sqw(
thickness=0.001, radius_o=0.02, yheight=0.015,
Sqw_coh="Al.laz", concentric=1)

AT (0,0,1) RELATIVEa

COMPONENTsample=Isotropic_Sqw(
xwidth=0.01, yheight=0.01, zthick=0.01,
Sqw_coh="He4_coh.sqw")

AT (0,0,1) RELATIVEa

COMPONENTs_out=Isotropic_Sqw(
thickness=0.001, radius_o=0.02, yheight=0.015,
Sqw_coh="Al.laz")

AT (0,0,1) RELATIVEa

Central component may beof any type, not speci¯cally an Isotropic Sqwinstance. It could
be for instance a Single crystal or a PowderN. In principle, the number of surrounding
shells is not restricted. The only restriction is that neutrons that scatter (in 4¼) can not
come back in the instrument description, so that someof the multiple scattering events
are lost. Namely, in the previous example, neutrons scattered by the outer wall of the
cryostat s_out can not come back to the sample or to the other cryostat wall s_in . As
these neutrons have usually few chancesto reach the rest of the simulation, we expect
that the approximation is fair.
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8.6.5 Validation

For Vanadium incoherent scattering mode,V sample,PowderN, Single crystal and Isotropic Sqw
produceequivalent results, eventhough the two later aremoreaccurate(geometry, multiple
scattering). Execution times are equivalent.

Comparedto the PowderN component, the S(q) method is twice slower in computation
time (but often brings more statistics), and intensity is usually lower by a factor 1 to 2.
The PowderN component is intrinsically more accurate as each Bragg peak is handled
separately as an exact Dirac peak, with optional ¢ q spreading. In Isotropic Sqw, an
approximated S(q) table is built from the F 2 data, and is coarser.
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Chapter 9

Monitors and detectors

In real neutron experiments, detectors and monitors play quite di®erent roles. One wants
the detectors to be as e±cient as possible,counting all neutrons (absorbing them in the
process),while the monitors measurethe intensity of the incoming beam, and must as
such be almost transparent, interacting only with (roughly) 0.1-1%of the neutrons pass-
ing by. In computer simulations, it is of course possible to detect every neutron ray
without absorbing it or disturbing any of its parameters. Hence,the two components have
very similar functions in the simulations, and we do not distinguish between them. For
simplicit y, they are from here on just called monitors .

Another important di®erencebetween computer simulations and real experiments is
that one may allow the monitor to be sensitive to any neutron property, as e.g. direction,
energy, and divergence,in addition to what is found in real-world detectors (spaceand
time). One may, in fact, let the monitor record correlations between theseproperties, as
seenfor example in the divergence/position sensitive monitor in section 9.6.

When a monitor detects a neutron ray, a number counting variable is incremented:
ni = ni ¡ 1 + 1. In addition, the neutron weight pi is addedto the weight counting variable:
I i = I i ¡ 1 + pi , and the secondmoment of the weight is updated: M 2;i = M 2;i ¡ 1 + p2

i . As
also discussedchapter 2, after a simulation of N rays the detected intensity (in units of

neutrons/sec.) is I N , while the estimated errorbar is
q

M 2
2;N .

Many di®erent monitor components have been developed for McStas, but we have
decidedto support only the most important ones. One example of the monitors we have
omitted is the single monitor, Monitor , that measuresjust one number (with errorbars)
per simulation. This e®ectis mirrored by any of the 1- or 2-dimensional components we
support, e.g. the PSD monitor. In caseadditional functionalit y of monitors is required,
the few code lines of existing monitors can easily be modi¯ed.

However, the ultimate solution is the useof the \Swiss army knife" of monitors, Mon-
itor nD , that can facealmost any simulation requirement, but will prove challenging for
userswho like to perform own modi¯cations.
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9.1 TOF monitor: The time-of-°igh t monitor

Name: TOF monitor
Author: System
Input parameters xmin , xmax , ymin , ymax , nchan, t0, t1, ¯lename
Optional parameters ¢ t
Notes

The component TOF monitor has a rectangular opening in the (x; y) plane, given
by the x and y parameters, like for Slit . The neutron ray is propagated to the plane of
the monitor by the kernel call PROP Z0. A neutron ray is counted if it passeswithin the
rectangular opening given by the x and y limits.

Special about TOF monitor is that it is sensitive to the arrival time, t, of the neutron
ray. Like in a real time-of-°igh t detector, the time dimension is binned into small time
intervals. Hencethis monitor maintains a one-dimensionalhistogram of counts. The nchan

time intervals begin at t0 and end at t1 (alternativ ely, the interval length is speci¯ed by
¢ t). As usual in time-of-°igh t analysis, all times are given in units of ¹ s.

The output parameters from TOF monitor are the three count numbers, N ; I , and
M 2 for the total counts in the monitor. In addition, a ¯le, filename , is produced with a
list of the samethree data divided in di®erent TOF bins. This ¯le can be read and plotted
by the MCplot tool; seethe System Manual.

9.2 E monitor: The energy-sensitiv e monitor

Name: E monitor
Author: System
Input parameters xmin , xmax , ymin , ymax , nchan, Emin , Emax , ¯lename
Optional parameters
Notes

The component E monitor resembles TOF monitor to a very large extent. Only this
monitor is sensitive to the neutron energy, which in binned in nchan bins between Emin

and Emax (in meV).
The output parameters from E monitor are the total counts, and a ¯le with 1-

dimensional data vs. E , similar to TOF monitor .

9.3 L monitor: The wavelength sensitiv e monitor

Name: L monitor
Author: System
Input parameters xmin , xmax , ymin , ymax , nchan, ¸ min , ¸ max , ¯lename
Optional parameters
Notes

The component L monitor is very similar to TOF monitor and E monitor . This
component is just sensitive to the neutron wavelength. The wavelengthspectrum is output
in a one-dimensionalhistogram. between¸ min and ¸ max (measuredin ºA).
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As for the two other 1-dimensionalmonitors, this component outputs the total counts
and a ¯le with the histogram.

9.4 PSD monitor: The PSD monitor

Name: PSD monitor
Author: System
Input parameters xmin , xmax , ymin , ymax , nx , ny , ¯lename
Optional parameters
Notes

The component PSD monitor resembles other monitors, e.g. TOF Monitor , and
also propagates the neutron ray to the detector surface in the (x; y)-plane, where the
detector window is set by the x and y input coordinates. The PSD monitor, though,
is not sensitive to the arrival time of the neutron ray, but rather to its position. The
rectangular monitor window, given by the x and y limits is divided into nx £ ny pixels.

The output from PSD monitor is the integrated counts, n; I ; M 2, as well as three
two-dimensional arrays of counts: n(x; y); I (x; y); M 2(x; y). The arrays are written to a
¯le, filename , and can be read e.g. by the tool MC plot , seethe system manual.

9.5 Div ergence monitor: A div ergence sensitiv e monitor

Name: Divergencemonitor
Author: System
Input parameters xmin , xmax , ymin , ymax , nv , nh, ´ v;max , ´ h;max , ¯lename
Optional parameters
Notes

The component Div ergence monitor is a two-dimensionalmonitor, which resembles
PSD Monitor . As for this component, the detector window is set by the x and y input
coordinates. Div ergence monitor is sensitive to the neutron divergence,de¯ned by ´ h =
tan¡ 1(vx=vz) and ´ v = tan¡ 1(vy=vz). The neutron counts are being histogrammed into
nv £ nh pixels. The divergencerangeacceptedis in the vertical direction [¡ ´ v;max ; ´ v;max ],
and similar for the horizontal direction.

The output from PSD monitor is the integrated counts, n; I ; M 2, as well as three
two-dimensional arrays of counts: n(´ v ; ´ h); I (´ v ; ´ h); M 2(´ v ; ´ h). The arrays are written
to a ¯le, filename , and can be read e.g. by the tool MC plot , seethe system manual.

9.6 DivP os monitor: A div ergence and position sensitiv e
monitor

Name: DivPos monitor
Author: System
Input parameters xmin , xmax , ymin , ymax , nx , nh, ´ h;max , ¯lename
Optional parameters
Notes
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DivP os monitor is a two-dimensionalmonitor component, which is sensitive to both
horizontal position (x) and horizontal divergencede¯ned by ´ h = tan¡ 1(vx=vz). The
detector window is set by the x and y input coordinates.

The neutron counts are being histogrammed into nx £ nh pixels. The horizontal di-
vergencerange acceptedis [¡ ´ h;max ; ´ h;max ], and the horizontal position range is the size
of the detector.

The output from PSD monitor is the integrated counts, n; I ; M 2, as well as three
two-dimensionalarrays of counts: n(x; ´ h); I (x; ´ h); M 2(x; ´ h). The arrays are written to
a ¯le and can be read e.g. by the tool MC plot , seethe system manual.

This component can be usedfor measuringacceptancediagrams [24]. PSD monitor
can easily be changed into being sensitive to y and vertical divergenceby a 90 degree
rotation around the z-axis.
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9.7 Monitor nD: A general Monitor for 0D/1D/2D records

Name: Monitor nD
Author: System, E. Farhi
Input parameters xmin , xmax , ymin , ymax , options
Optional parameters f il e, xwidth ; yheight ; zthick , bins, min , max
Notes

The component Monitor nD is a generalMonitor that may output any set of physical
parameters regarding the passing neutrons. The generated ¯les are either a set of 1D
signals ([In tensity] vs. [Variable]), or a single 2D signal ([In tensity] vs. [Variable 1] vs.
[Variable 1]), and possibly a simple long list of the selectedphysical parameters for each
neutron.

The input parameters for Monitor nD are its dimensionsxmin ; xmax ; ymin , ymax (in
meters) and an options string describing what to detect, and what to do with the signals,
in clear language. The xwidth ; yheight ; zthick may also be usedto enter dimensions.

Eventhough the possibilities of Monitor nD are numerous, its usageremains as simple
aspossible,specially in the options parameter,which 'understands' normal language.The
formatting of the options parameter is free, as long as it contains somespeci¯c keywords,
that can be sometimes followed by values. The no or not option modi¯er will revert
next option. The all option can also a®ecta set of monitor con¯guration parameters(see
below).

As the usageof this component enablesto monitor virtually anything, and thus the
combinations of options and parameters is in¯nite, we shall only present the most ba-
sic con¯guration. The reader should refer to the on-line component help, using e.g.
mcdoc Monitor_nD.comp.

9.7.1 The Monitor nD geometry

The monitor shape can be selectedamong six geometries:

1. (square) The default geometry is °at rectangular in (xy) plane with dimensions
xmin ; xmax ; ymin , ymax .

2. (box)A rectangular box with dimensionsxwidth ; yheight ; zthick .

3. (disk) When choosing this geometry, the detector is a °at disk in (xy) plane. The
radius is then

radius = max(abs [xmin ; xmax ; ymin ; ymax ]): (9.1)

4. (sphere) The detector is a spherewith the sameradius as for the disk geometry.

5. (cylinder) The detector is a cylinder with revolution axis along y (vertical). The
radius in (xz) plane is

radius = max(abs [xmin ; xmax ]); (9.2)

and the height along y is
height = jymax ¡ ymax j: (9.3)
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6. (banana) The same as the cylinder, but without the top/b ottom caps, and on a
restricted angular range. The angular range is speci¯ed using a theta variable limit
speci¯cation in the options .

By default, the monitor is °at, rectangular. Of course,you can choosethe orientation
of the Monitor nD in the instrument description ¯le with the usual ROTATEDmodi¯er.

For the box, sphere and cylinder, the outgoing neutrons are monitored by default, but
you can chooseto monitor incoming neutron with the incoming option.

At last, the slit or absorboption will ask the component to absorbthe neutrons that do
not intersect the monitor. The exclusiveoption word removesneutrons which are similarly
outside the monitor limits (that may be other than geometrical).

9.7.2 The neutron parameters that can be monitored

There are many di®erent variables that can be monitored at the sametime and position.
Somecan have more than one name (e.g. energy or omega).

kx ky kz k wavevector [Angs-1] ( usually axis are
vx vy vz v [m/s] x=horz., y=vert., z=on axis)
x y z [m] Distance, Position
kxy vxy xy radius [m] Radial wavevector, velocity and position
t time [s] Time of Flight
energy omega [meV]
lambda wavelength [Angs]
p intensity flux [n/s] or [n/cm^2/s]
ncounts [1]
sx sy sz [1] Spin
vdiv ydiv dy [deg] vertical divergence (y)
hdiv divergence xdiv [deg] horizontal divergence (x)
angle [deg] divergence from direction
theta longitude [deg] longitude (x/z) [for sphere and cylinder]
phi lattitude [deg] lattitude (y/z) [for sphere and cylinder]

as well as two other special variables

user user1 will monitor the [Mon_Name]_Vars.UserVariable{1|2}
user2 to be assigned in an other component (see below)

To tell the component what you want to monitor, just add the variable namesin the
options parameter. The data will be sorted into bins cells (default is 20), between some
default limits , that can also be set by user. The auto option will automatically determine
what limits should be usedto have a good sampling of signals.

9.7.3 Imp ortan t options

Each monitoring records the °ux (sum of weights p) versus the given variables, except
if the signal=<variable> word is used in the options . The cm2 option will ask to
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normalize the °ux to the monitor section surface,and the capture option usesthe gold
foil integrated 'capture' °ux weightening:

©c =
Z

d©
d¸

¸
¸ 2200m=s

d¸ (9.4)

The auto option is probably the most useful one: it asks the monitor to determine
automatically the best limits for each variable, in order to obtain the most signi¯cant
monitored histogram. This option should preceedeach variable, or be located after all
variables in which casethey are all a®ected. On the other hand, one may manually set
the limits with the limits=[min max] option.

The log and abs options should be positioned beforeeach variable to specify logarith-
mic binning and absolute value respectively.

The borders option will monitor variables that are outside the limits. Thesevaluesare
then accumulated on the 'borders' of the signal.

9.7.4 The output ¯les

By default, the ¯le nameswill be the component name, followed by automatic extensions
showing what was monitored (such as MyMonitor.x ). You can also set the ¯lename in
options with the ¯le keyword followed by the ¯le name that you want. The extensionwill
then be added if the name does not contain a dot (.). Finally, the f il ename parameter
may also be used.

The output ¯les format are standard 1D or 2D McStasdetector ¯les. The no ¯le option
will unactivate monitor, and make it a single 0D monitor detecting integrated °ux and
counts. The verboseoption will display the nature of the monitor, and the namesof the
generated¯les.

The 2D output

When you ask the Monitor nD to monitor only two variables (e.g. options = "x y"), a
single 2D ¯le of intensity versusthesetwo correlated variables will be created.

The 1D output

The Monitor nD can produce a set of 1D ¯les, one for each monitored variable, when
using 1 or more than 2 variables, or when specifying the multiple keyword option.

The List output

The Monitor nD can additionally producea list of variable valuesfor neutrons that pass
into the monitor. This feature is additiv e to the 1D or 2D output. By default only 1000
events will be recorded in the ¯le, but you can specify for instance " list 3000 neutrons"
or " list all neutrons". This last option might require a lot of memory and generatehuge
¯les.
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9.7.5 Monitor equiv alences

In the following table, we show how the Monitor nD may substitute any other McStas
monitor.

9.7.6 Usage examples

² COMPONENTMyMonitor = Monitor_nD(
xmin = -0.1, xmax = 0.1,
ymin = -0.1, ymax = 0.1,
options = "energy auto limits")

will monitor the neutron energy in a single 1D ¯le (a kind of E monitor)

² options = "banana, theta limits=[10,130], bins=120, y bins=30"
is a theta/heigh t banana detector.

² options = "banana, theta limits=[10,130], auto time"
is a theta/time-of-°igh t banana detector.

² options="x bins=30 limits=[-0.05 0.05] ; y"
will set the monitor to look at x and y. For y, default bins (20) and limits values
(monitor dimensions)are used.

² options="x y, auto, all bins=30"
will determine itself the required limits for x and y.

² options="multiple x bins=30, y limits=[-0.05 0.05], all auto"
will monitor the neutron x and y in two 1D ¯les.

² options="x y z kx ky kz, all auto"
will monitor each of thesesvariables in six 1D ¯les.

² options="x y z kx ky kz, list all, all auto"
will monitor all thesesneutron variables in one long list, one row per neutron event.

² options="multiple x y z kx ky kz, and list 2000, all auto"
will monitor all thesesneutron variables in onelist of 2000events and in six 1D ¯les.

² options="signal=energy, x y"
is a PSD monitor recording the mean energyof the beam as a function of x and y.

9.7.7 Monitoring user variables

There are two ways to monitor any quantit y with Monitor nD. This may be e.g. the
number of neutron bouncesin a guide, or the wavevector and energytransfert at a sample.
The only requirement is to de¯ne the user1 (and optionally user2) variables of a given
Monitor nD instance.
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McStas monitor Monitor nD equivalent
Divergencemonitor options="dx bins= ndiv limits=[ ¡ ®=2®=2], lambda bins= nl am

limits=[ ¸ 0 ¸ 1] ¯le= f il e"
DivLambda monitor options="dx bins= nh limits=[ ¡ hmax =2hmax =2], dy bins= nv

limits=[ ¡ vmax =2vmax =2]" ¯lename= f il e
DivPos monitor options="dx bins= ndiv limits=[ ¡ ®=2®=2], x bins= npos"

xmin= xmin xmax= xmax

E monitor options="energy bins= nchan limits=[ Emin Emax ]"
EPSD monitor options="energy bins= nE limits=[ Emin Emax ], x bins= nx"

xmin= xmin xmax= xmax

Hdiv monitor options="dx bins= nh limits=[ ¡ hmax =2hmax =2]"
¯lename= f il e

L monitor options="lam bda bins= nh limits=[ ¡ ¸ max =2¸ max =2]"
¯lename= f il e

Monitor 4PI options="sphere"
Monitor options="unactiv ate"
PSDcyl monitor options="theta bins= nr ,y bins= ny, cylinder" ¯lename= f il e

yheight= height xwidth=2*radius
PSDlin monitor options="x bins= nx" xmin= xmin xmax= xmax ymin= ymin

ymax= ymax ¯lename= f il e
PSD monitor 4PI options="x y, sphere"
PSD monitor options="x bins= nx, y bins= ny" xmin= xmin xmax= xmax

ymin= ymin ymax= ymax ¯lename= f il e
TOF cylPSD monitor options="theta bins= nÁ, time bins= nt limits=[ t0; t1], cylin-

der" ¯lename= f il e yheight= height xwidth=2*radius
TOFLambda monitor options="lam bda bins= n¸ limits=[ ¸ 0 ¸ 1], time bins= nt

limits=[ t0; t1]" ¯lename= f il e
TOFlog mon options="log time bins= nt limits=[ t0; t1]"
TOF monitor options="time bins= nt limits=[ t0; t1]"

Table 9.1: Using Monitor nD in place of other components. All limits speci¯cations may
be advantageously replacedby an auto word preceedingeach monitored variable. Not all
¯le and dimension speci¯cations are indicated (e.g. ¯lename, xmin, xmax, ymin, ymax).
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Setting directly the user variables (simple)

The ¯rst method usesdirectly the user1 and username1component parametersto trans-
fert directly the value and label, such as in the following example:

TRACE
(...)
COMPONENTUserMonitor = Monitor_nD(

user1 = log(t), username1="Log(time)",
options ="auto user1")

The valuesto assignto user2 and user2 must be global instrument variables,or a compo-
nent output variablesasin user1=MC_GETPAR(some_comp,outpar) . Similarly, the user2
and username2parameters may be used to control the seconduser variable, to produce
eventually 2D user variable correlation data.

Setting indirectly the user variables (only for professionals)

It is possibleto control the user variablesof a given Monitor nD instanceanywhere in the
instrument description. This method requires more coding, but has the advantage that a
variable may be de¯ned to store the result of a computation locally, and then transfert it
into the UserMonitor, all ¯tting in an EXTEND block.

This is performed in a 4 stepsprocess:

1. Declarethat you intend to monitor uservariables in a Monitor nD instance(de¯ned
in TRA CE):

DECLARE
%{ (...)

%include "monitor_nd-lib"
MONND_DECLARE(UserMonitor);// will monitor custom things in UserMonitor

%}

2. Initialize the label of the user variable (optional):

INITIALIZE
%{

(...)
MONND_USER_TITLE(UserMonitor,1, "Log(time)");

%}

The value '1' could be '2' for the user2 variable.

3. Set the user variable value in a TRA CE component EXTEND block:

TRACE
(...)
COMPONENTblah = blah_comp(...)
EXTEND
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%{ // attach a value to user1 in UserMonitor, could be much more comlex here.
MONND_USER_VALUE(UserMonitor,1, log(t));

%}
(...)

4. Tell the Monitor nD instance to record user variables:

TRACE
(...)
COMPONENTUserMonitor = Monitor_nD(options="auto user1")
(...)

Setting the user variable values may either make use of the neutron parameters (x,y,z,
vx,vy,vz, t, sx,sy,sz, p), accessthe internal variables of the component that sets the user
variables(in this example,thosefrom the blah instance), accessany component OUTPUT
parameter using the MC_GETPARC macro(seechapter A), or simply usea global instrument
variable.

Example: Num ber of neutron bounces in a guide

In the following example, we show how the number of bouncesin a polygonal guide may
be monitored. Let us have a guide made of many Guide gravit y instances. We declare
a global simulation variable nbounces, set it to 0 for each neutron entering the guide,
and sum-up all bounces from each section, accessingthe Gvars OUTPUT variable of
component Guide gravit y. Then we ask Monitor nD to look at that value.

DECLARE
%{

double nbounces;
%}
TRACE
(...)
COMPONENTGuide_in = Arm() AT (...)
EXTEND
%{

nbounces = 0;
%}

COMPONENTGuide1 = Guide_gravity(...) AT (...) RELATIVEPREVIOUS
EXTEND
%{

if (SCATTERED)nbounces += GVars.N_reflection[0];
%}
(... many guide instances, copy/paste and change names ...)
COMPONENTGuideN = Guide_gravity(...) AT (...) RELATIVEPREVIOUS
EXTEND
%{
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if (SCATTERED)nbounces += GVars.N_reflection[0];
%}

// monitor nbounces
COMPONENTUserMonitor = Monitor_nD(

user1=nbounces, username1="Numberof bounces",
options="auto user1") AT (...)

(...)

9.7.8 Monitoring neutron parameter correlations, PreMonitor nD

The ¯rst imediate usageof the Monitor nD component is when one requires to identify
cross-correlationsbetween some neutron parameters, e.g. position and divergence(aka
phase-spacediagram). This latter monitor would be merely obtained with:

options="x dx, auto", bins=30

This example records the correlation between position and divergenceof neutrons at a
given instrument location.

Name: PreMonitor nD
Author: System, E. Farhi
Input parameters comp
Optional parameters
Notes

But it is also possible to search for cross-correlationbetween two part of the instru-
ment simulation. One exampleis the acceptancephase-diagram,which shows the neutron
caracteristics at the input required to reach the end of the simulation. This spatial cor-
relation may be revealed using the PreMonitor nD component. This latter stores the
neutron parameters at a given instrument location, to be used at an other Monitor nD
location for monitoring.

The only parameter of PreMonitor nD is the name of the associated Monitor nD
instance, which should usethe premonitor option, as in the following example:

COMPONENTCorrelationLocation = PreMonitor_nD(comp = CorrelationMonitor)
AT (...)

(... e.g. a guide system )

COMPONENTCorrelationMonitor = Monitor_nD(
options="x dx, auto, all bins=30, premonitor")

AT (...)

which performsthe samemonitoring asthe previousexample,but with a spatial correlation
constrain. Indeed, it records the position vs the divergenceof neutrons at the correlation
location, but only if they reach the monitoring position. All usual Monitor nD variables
may be used,except the uservariables. Theselatter may be de¯ned asdescribed in section
9.7.7 in an EXTEND block.
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Chapter 10

Special-purp ose comp onents

The chapter dealswith components that arenot easily included in any of the other chapters
becauseof their special nature, but which are still part of the McStas system.

One part of these components deals with splitting simulations into two (or more)
stages.For example, a guide system is often not changedmuch, and a long simulation of
neutron rays \surviving" through the guide systemcould be reusedfor several simulations
of the instrument back-end, speedingup the simulations by (t ypically) oneor two ordersof
magnitude. The components for doing this tric k is Virtual input and Virtual output ,
which storesand readsneutron rays, respectively.

Other components perform the simulation of the instrument resolution functions.
These are Res sample and TOF Res sample , which are to be placed at the sample
position, and Res monitor , that should be localized at the position of the instrument
detector.

Progress bar is a simulation utilit y that displays the simulation status, but assumes
the form of a component.
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10.1 Vitual output: Saving the ¯rst part of a split simula-
tion

Name: Virtual output
Author: System
Input parameters ¯lename
Optional parameters bu®er-size,type
Notes

The component Virtual output stores the neutron ray parametersat the end of the
¯rst part of a split simulation. The idea is to let the next part of the split simulation be
performed by another instrument ¯le, which reads the stored neutron ray parametersby
the component Virtual input .

All neutron ray parametersare saved to the output ¯le, which is by default of \text"
type, but can also assumethe binary formats \°oat" or \double". The storing of neutron
rays continue until the speci¯ed number of simulations have beenperformed.

buffer-size may be usedto limit the sizeof the output ¯le, but absolute intentities
are then likely to be wrong. We recommendto use the default value of zero, saving all
neutron rays. The size of the ¯le is then controlled indirectly with the general ncounts
parameter.

10.2 Vitual input: Starting the second part of a split simu-
lation

Name: Virtual input
Author: System
Input parameters ¯lename
Optional parameters repeat-count, type
Notes

The component Virtual input resumesa split simulation where the ¯rst part has
beenperformed by another instrument and the neutron ray parametershave beenstored
by the component Virtual output .

All neutron ray parametersare read from the input ¯le, which is by default of \text"
type, but canalsoassumethe binary formats \°oat" and \double". The readingof neutron
rays continue until the speci¯ed number of rays have been simulated or till the ¯le has
beenexhausted. If desirable, the input ¯le can be reuseda number of times, determined
by the optional parameter \rep eat-count". This is only useful if the present simulation
makes use of MC choices, otherwise the sameoutcome will result for each repetition of
the simulation.

Care should be taken when dealing with absolute intensities, which will be correct only
when the input ¯le has beenexhaustedat least once.

The simulation endswith either the end of the repeated¯le counts, or with the normal
end with ncount McStas simulation events. We recommandto control the simulation on
repeat-count by using a very large ncount value, e.g. ncount = 1e10.
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10.3 Res sample: A sample-lik e comp onent for resolution
calculation

Name: Res sample
Author: (System); Alan Tennant, HMI
Input parameters r i , ro, h, r focus, x target , ytarget , ztarget , E0, ¢ E
Optional parameters xw , yh , zt , x focus, yfocus, av;focus, ah;focus, target index
Notes

The component Res sample scatters neutron rays isotropically in direction and uni-
formly in energy. Regardlessof the state of the incoming neutron ray, all directions and
energiesfor the scattered ray have the sameprobabilit y, within speci¯ed intervals.

The component is meant for computation of the resolution function, but may also be
used for test and debuggingpurposes. For actual calculations of the resolution function,
Res sample should be usedtogether with Res monitor , described in section 10.5.

The shape of Res sample is either a hollow cylinder or a rectangular box. The hollow
cylinder shape is speci¯ed with the inner and outer radius, r i and ro, respectively, and the
height, h. If theseparametersare unspeci¯ed, the shape is instead a box of dimensionsxw ,
yh , and zt . The component only propagatesneutron rays that are scattered; other rays
are absorbed. The scattering probabilit y is proportional to the neutron °igh t path length
inside the sample, to make a true volume weighting of the sample. The reason for this
is that the resolution function of an instrument is independent of any sample properties
such as scattering and absorbtion crosssectionsbut will in generaldepend on samplesize
and shape.

The point of scattering inside the sample is chosenuniformly along the neutron °igh t
path inside the sample, and the scattered neutron ray is given a random energy and
direction. This energy is selectedin the interval [E0 ¡ ¢ E ; E0 + ¢ E] which hencemust
be chosenlarge enough to cover all interesting neutron energies.Similarly, the scattered
direction is chosenin a user-speci¯ed range, either within a sphereof radius r foc, within
a rectangular target with measures(x focus; yfocus) or in the speci¯ed angular range. This
target is positioned at the x tar get, ytar get, ztar get point in space,or using the target index
for wich e.g. 1 is the further component, -1 is the previous, etc...

A special feature, used when computing resolution functions, is that the component
storescompleteinformation about the scattering event in the output parameter res struct.
The information includes initial and ¯nal wave vectors, the coordinates of the scattering
point, and the neutron weight after the scattering event. From this information the scat-
tering parameters(Q; ! ) can be recordedfor every scattering event and usedto compute
the resolution function. For an exampleof using the information in the output parameter,
seethe description of the Res monitor component in section 10.5.
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10.4 TOF Res sample: A sample-lik e comp onent for TOF
resolution calculation

Name: TOF Res sample
Author: System
Input parameters r i , ro, h, r focus, x target , ytarget , ztarget , t0, ¢ t
Optional parameters xw , yh , zt , x focus, yfocus, av;focus, ah;focus, target index
Notes

The component TOF Res sample scatters neutron rays isotropically in position
within a speci¯ed angular range. As for Res sample , this component is meant for com-
putation of the resolution function, but in this casefor one time bin in a time-of-°igh t
(TOF) instrument. The component selectsuniformly the neutron energyso that neutron
arrival time at the TOF detector lies within one time bin, speci¯ed by t0 and ¢ t. For
actual calculations of the resolution function, TOF Res sample should be usedtogether
with Res monitor , described in section 10.5.

The shape of TOF Res sample is either a hollow cylinder or a rectangular box. The
hollow cylinder shape is speci¯ed with the inner and outer radius, r i and ro, respectively,
and the height, h. If these parameters are unspeci¯ed, the shape is instead a box of
dimensionsxw , yh , and zt .

The component only propagatesneutron rays that are scattered; other rays are ab-
sorbed. As for Res sample , the scattering probabilit y is proportional to the neutron °igh t
path length inside the sample. The point of scattering in the sample is chosenuniformly
along the neutron °igh t path inside the sample,and the scattered direction is chosenin a
user-speci¯ed range,either within a sphereof radius r foc, within a rectangular target with
measures(x focus; yfocus) or in the speci¯ed angular range. This target is positioned at the
x tar get, ytar get, ztar get point in space,or using target index.

This component storescomplete information about the scattering event in the output
parameter res struct, seeRes Sample .

10.5 Res monitor: The monitor for resolution calculation

Name: Res monitor
Author: (System); Alan Tennant, HMI
Input parameters xmin , xmax , ymin , ymax , ¯lename, res sample,bu®ersize
Optional parameters xw , yh , zt , options
Notes

The component Res monitor is usedfor calculating the resolution function of a par-
ticular instrument with detector of the given shape, size, and position. The shape of
Res monitor is by default rectangular, but can be a box, a sphere,a disk, or a cylinder,
depending on the parameter \options". The component works like a normal monitor, but
also records all scattering events and stores them to a ¯le that can later be read by the
McStas frontend tool mcresplot .

For time-of-°igh t (TOF) instruments, Res monitor should be understood asgiving the
resolution of one time bin of the TOF-detector only; the bin properties being speci¯ed in
the precedingTOF Res sample .

Ris¿{R{1538(EN) 117



As described in section 10.3, the Res monitor should be used in connection with
one of the components Res sample or TOF Res sample , the name of which should be
passedas an input parameter to Res monitor . For example

COMPONENTmysample = Res_sample( ... )
...
COMPONENTdet = Res_monitor(res_sample_comp = mysample, ...)
...

The output ¯le is in ASCII format, one line per scattering event, with the following
columns:

² k i , the three components of the initial wave vector.

² k f , the three components of the ¯nal wave vector.

² r , the three components of the position of the scattering event in the sample.

² pi , the neutron weight just after the scattering event.

² pf , the relative neutron weight adjustment from sample to detector (so the total
weight in the detector is pipf ).

From k i and k f , we may compute the scattering parameters · = k i ¡ k f and ~! =
~2=(2mn)(k2

i ¡ k2
f ). The vectors are given in the local coordinate systemof the resolution

samplecomponent. The wave vectors are in units of ºA
¡ 1

, the energy transfer in meV.
The output parametersfrom Res monitor are the three count numbers,Nsum, psum,

and p2sum, and the handle ¯le of the output ¯le.
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10.6 Progress bar: Simulation progress and automatic sav-
ing

Name: Progressbar
Author: System
Input parameters percent, °ag save
Optional parameters
Notes

This component displays the simulation progressand status but does not a®ect the
neutron parameters. The display is updated in regular intervals of the full simulation; the
default step size is 10 %, but it may be changedusing the percent parameter (from 0 to
100). The estimated computation time is displayed at the begining and actual simulation
time is shown at the end.

Additionally , setting the flag_save to 1 results in a regular save of the data ¯les
during the simulation. This means that is is possible to view the data before the end
of the computation, and have also a trace of it in caseof computer crash. The achieved
percentage of the simulation is stored in thesetemporary data ¯les. Technically, this save
is equivalent to sendingregularly a USR2 signal to the running simulation.

10.7 Beam spy: A beam analyzer

Name: Beam spy
Author: System
Input parameters
Optional parameters
Notes should overlap previous component

This component is at the same time an Arm and a simple Monitor. It analyzesall
neutrons reaching it, and computesstatistics for the beam, as well as the intensity.

This component doesnot a®ectthe neutron beam, and doesnot contain any propaga-
tion call. Thus it getsneutrons from the previouscomponent in the instrument description,
and should better be placedat the sameposition, with AT (0,0,0) RELATIVEPREVIOUS.
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App endix A

Libraries and conversion constan ts

The McStas Library contains a number of built-in functions and conversion constants
which are useful when constructing components. Theseare stored in the share directory
of the MCSTASlibrary .

Within thesefunctions, the 'Run-time' part is available for all component/instrumen t
descriptions. The other parts are dynamic, that is they are not pre-loaded, but only
imported once when a component requestsit using the %include McStas keyword. For
instance, within a component C code block, (usually SHARE or DECLARE):

%include "read_table-lib"

will include the 'read table-lib.h' ¯le, and the 'read table-lib.c' (unlessthe --no-runtime
option is usedwith mcstas). Similarly,

%include "read_table-lib.h"

will only include the 'read table-lib.h'. The library embedding is done only once for all
components (lik ethe SHARE section). For an exampleof implementation, seeRes monitor .

In this Appendix, we present a short list of both each of the library contents and the
run-time features.

A.1 Run-time calls and functions (mcstas-r )

Here we list a number of preprogrammed macros which may easethe task of writing
component and instrument de¯nitions.

A.1.1 Neutron propagation

Propagation routines perform all necessaryoperations to transport neutron rays from
one point to an other. Except when using the special ALLOW_BACKPROP;call prior to
exectuting any PROP_*propagation, the neutron rays which have negative propagation
times are removed automatically.

² ABSORB . This macro issuesan order to the overall McStas simulator to interrupt
the simulation of the current neutron history and to start a new one.
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² PR OP Z0. Propagatesthe neutron to the z = 0 plane, by adjusting (x; y; z) and t
accordingly from knowledgeof the neutron velocity (vx; vy; vz). If the propagation
time is negative, the neutron ray is absorbed.

For components that are centered along the z-axis, usethe _intersect functions to
determine intersection time(s), and then a PROP_DTcall.

² PR OP DT (dt). Propagates the neutron through the time interval dt, adjusting
(x; y; z) and t accordingly from knowledgeof the neutron velocity.

² PR OP GRA V DT (dt; Ax; Ay; Az). Like PR OP DT , but it also includes gravit y
using the acceleration (Ax; Ay; Az). In addition to adjusting (x; y; z) and t, also
(vx; vy; vz) is modi¯ed.

² ALLO W BA CKPR OP . Indicates that the next propagation routine will not re-
move the neutron ray, even if negative propagation times are found. Further propa-
gations are not a®ected.

² SCA TTER . This macro is used to denote a scattering event inside a component.
It should be usede.g to indicate that a component has interacted with the neutron
ray (e.g. scattered or detected). This does not a®ectthe simulation (see,however,
Beamstop ), and it is mainly usedby the MCDISPLAYsectionand the GROUPmodi¯er
Seealso the SCATTERED variable (below).

A.1.2 Coordinate and comp onent variable retriev al

² MC GETP AR (comp;outpar). This may be used in e.g. the FINALL Y section of
an instrument de¯nition to referencethe output parametersof a component.

² NAME CURRENT COMP givesthe nameof the current component asa string.

² POS A CURRENT COMP gives the absolute position of the current compo-
nent. A component of the vector is referredto asPOS A CURRENT COMP.i where
i is x, y or z.

² ROT A CURRENT COMP and ROT R CURRENT COMP give the ori-
entation of the current component as rotation matrices (absolute orientation and
the orientation relative to the previous component, respectively). A component of a
rotation matrix is referred to as ROT A CURRENT COMP[m][n], where m and n
are 0, 1, or 2 standing for x; y and z coordinates respectively.

² POS A COMP (comp) givesthe absoluteposition of the component with the name
comp. Note that comp is not given asa string. A component of the vector is referred
to as POS A COMP( comp):i where i is x, y or z.

² ROT A COMP (comp) and ROT R COMP (comp) give the orientation of the
component comp asrotation matrices (absolute orientation and the orientation rela-
tiv e to its previouscomponent, respectively). Note that comp is not givenasa string.
A component of a rotation matrice is referred to as ROT A COMP( comp)[m][n],
where m and n are 0, 1, or 2.
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² INDEX CURRENT COMP is the number (index) of the current component
(starting from 1).

² POS A COMP INDEX (index) is the absolute position of component index.
POS A COMP INDEX (INDEX CURRENT COMP) is the sameas
POS A CURRENT COMP. You may use
POS A COMP INDEX (INDEX CURRENT COMP+1)
to make, for instance, your component accessthe position of the next component
(this is usefull for automatic targeting). A component of the vector is referred to as
POS A COMP INDEX( index):i where i is x, y or z.

² POS R COMP INDEX works the sameas above, but with relative coordinates.

² STORE NEUTR ON (index; x; y; z; vx; vy; vz; t, sx; sy; sz; p) storesthe current neu-
tron state in the trace-history table, in local coordinate system. index is usually IN-
DEX CURRENT COMP. This is automatically donewhenentering each component
of an instrument.

² RESTORE NEUTR ON (index; x; y; z; vx; vy; vz; t; sx; sy; sz; p) restoresthe neu-
tron state to the one at the input of the component index. To ignore a component
e®ect,useRESTORE NEUTR ON (INDEX CURRENT COMP,
x; y; z; vx; vy; vz; t; sx; sy; sz; p) at the end of its TRA CE section, or in its EXTEND
section. Theseneutron states are in the local component coordinate systems.

² SCA TTERED is a variable set to 0 when entering a component, which is incre-
mented each time a SCATTER event occurs. This may be used in the EXTEND
sections to determine whether the component interacted with the current neutron
ray.

² extend list (n, &arr , & len, elemsize). Given an array arr with len elements each of
sizeelemsize, make sure that the array is big enoughto hold at least n elements, by
extending arr and len if necessary. Typically used when reading a list of numbers
from a data ¯le when the length of the ¯le is not known in advance.

² mcset ncoun t (n). Sets the number of neutron histories to simulate to n.

² mcget ncoun t (). Returns the number of neutron histories to simulate (usually set
by option -n ).

² mcget run num (). Returns the number of neutron histories that have beensimu-
lated until now.

A.1.3 Coordinate transformations

² coords set(x; y; z) returns a Coord structure (lik ePOS A CURRENT COMP) with
x, y and z members.

² coords get (P; &x, &y, &z) copiesthe x, y and z members of the Coord structure
P into x; y; z variables.
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² coords add (a;b), coords sub(a;b), coords neg(a) enable to operate on coordi-
nates, and return the resulting Coord structure.

² rot set rotation (Rotation t, Áx ; Áy ; Áz) Get transformation matrix for rotation ¯rst
Áx around x axis, then Áy around y, and last Áz around z. t should be a 'Rotation'
([3][3] 'double' matrix).

² rot mul (Rotation t1, Rotation t2, Rotation t3) performs t3 = t1:t2.

² rot copy(Rotation dest, Rotation src) performs dest = src for Rotation arrays.

² rot transp ose(Rotation src, Rotation dest) performs dest = srct .

² rot apply (Rotation t, Coords a) returns a Coord structure which is t:a

A.1.4 Mathematical routines

² NORM (x; y; z). Normalizes the vector (x; y; z) to have length 1.

² scalar pro d(ax ; ay ; az; bx ; by ; bz). Returns the scalar product of the two vectors
(ax ; ay ; az) and (bx ; by ; bz).

² vec pro d(ax ; ay ; az; bx ; by ; bz; cx ; cy ; cz). Sets(ax ; ay ; az) equal to the vector product
(bx ; by ; bz) £ (cx ; cy ; cz).

² rotate (x; y; z; vx ; vy ; vz; '; ax ; ay ; az). Set (x; y; z) to the result of rotating the vector
(vx ; vy ; vz) the angle ' (in radians) around the vector (ax ; ay ; az).

² normal vec(& nx , &ny , &nz, x, y, z). Computes a unit vector (nx ; ny ; nz) normal
to the vector (x; y; z).

² solv e 2nd order (* t, A, B , C). Solves the 2nd order equation At 2 + B t + C = 0
and returns the smallest positive solution into pointer * t.

A.1.5 Output from detectors

Details about using thesefunctions are given in the McStas User Manual.

² DETECTOR OUT 0D (:::). Used to output the results from a single detector.
The name of the detector is output together with the simulated intensity and es-
timated statistical error. The output is produced in a format that can be read by
McStas front-end programs.

² DETECTOR OUT 1D (:::). Used to output the results from a one-dimentional
detector.

² DETECTOR OUT 2D (:::). Used to output the results from a two-dimentional
detector.

² DETECTOR OUT 3D (:::). Used to output the results from a three-dimentional
detector. Arguments are the sameas in DETECTOR OUT 2D, but with the addi-
tional z axis (the signal). Resulting data ¯les are treated as 2D data, but the 3rd
dimension is speci¯ed in the type ¯eld.
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² mcinfo sim ulation (FILE *f, mcformat, char *pre, char *name) is usedto append
the simulation parameters into ¯le f (see for instance Res monitor ). Internal
variable mcf ormat should be used as speci¯ed. Please contact the authors for
further information.

A.1.6 Ray-geometry in tersections

² box in tersect (& t1, &t2, x, y, z, vx , vy , vz, dx , dy , dz). Calculates the (0, 1, or
2) intersections between the neutron path and a box of dimensionsdx , dy , and dz,
centered at the origin for a neutron with the parameters (x; y; z; vx ; vy ; vz). The
times of intersection are returned in the variables t1 and t2, with t1 < t2. In the
caseof lessthan two intersections, t1 (and possibly t2) are set to zero. The function
returns true if the neutron intersects the box, false otherwise.

² cylinder in tersect (& t1, &t2, x, y, z, vx , vy , vz, r , h). Similar to box in tersect ,
but using a cylinder of height h and radius r , centered at the origin.

² sphere in tersect (& t1, &t2, x, y, z, vx , vy , vz, r ). Similar to box in tersect , but
using a sphereof radius r .

A.1.7 Random num bers

² rand01 (). Returns a random number distributed uniformly between0 and 1.

² randnorm (). Returns a random number from a normal distribution centered around
0 and with ¾= 1. The algorithm used to get the normal distribution is explained
in Ref. [51, ch.7].

² randpm1 (). Returns a random number distributed uniformly between-1 and 1.

² randv ec target circle (& vx , &vy , &vz, &d­, aimx , aimy , aimz, r f ). Generatesa
random vector (vx ; vy ; vz), of the samelength as(aimx , aimy , aimz), which is targeted
at a disk centered at (aimx , aimy , aimz) with radius r f (in meters), and perpendicular
to the aim vector.. All directions that intersect the circle are chosen with equal
probabilit y. The solid angle of the circle as seenfrom the position of the neutron is
returned in d­. This routine waspreviously called randv ec target sphere (which
still works).

² randv ec target rect angular (& vx , &vy , &vz, &d­, aimx , aimy , aimz,h; w; Rot)
does the same as randvec target circle but targetting at a rectangle with angu-
lar dimensions h and w (in radians , not in degreesas other angles). The rota-
tion matrix Rot is the coordinate system orientation in the absolute frame, usually
ROT A CURRENT COMP.

² randv ec target rect (& vx , &vy , &vz, &d­, aimx , aimy , aimz,height; width; Rot) is
the sameas randvec target rect angular but height and width dimensionsare given
in meters. This function is useful to e.g. target at a guide entry window or analyzer
blade.
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A.2 Reading a data ¯le in to a vector/matrix (T able input,
read table-lib )

The read_table-lib provides functionalities for reading text (and binary) data ¯les.
To use this library , add a %include "read_table-lib" in your component de¯nition
DECLARE or SHARE section. Tablesarestructures of type tTable (seeread_table-lib.h
¯le for details):

/* t_Table structure (most important members) */
double *data; /* Use Table_Index(Table, i j) to extract [i,j] element */
long rows; /* number of rows */
long columns; /* number of columns */
char *header; /* the header with comments*/
char *filename; /* file nameor title */
double min_x; /* minimum value of 1st column/vector */
double max_x; /* maximumvalue of 1st column/vector */

Available functions to read a single vector/matrix are:

² Table Init (& Table, r ows, columns) returns an allocated Table structure. Use
r ows = columns = 0 not to allocate memory. Calls to Table Init are optional,
since initialization is being performed by other functions already.

² Table Read (& Table, f il ename, block) reads numerical block number block (0 to
catenate all) data from text ¯le f il ename into Table, which is as well initialized in
the process. The block number changeswhen the numerical data changesits size,
or a comment is encoutered(lines starting by '# ; % / '). If the data could not be
read, then Table:data is NULL and Table:rows = 0. You may then try to read it
using Table Read O®setBinary. Return value is the number of elements read.

² Table Read O®set(& Table, f il ename, block, &o®set, nr ows) does the same as
Table Read except that it starts at o®seto®set(0 meansbegining of ¯le) and reads
nr ows lines (0 for all). The o®set is returned as the ¯nal o®setreached after reading
the nr ows lines.

² Table Read O®set Binary (& Table, f il ename, type, block, &o®set, nr ows, ncolumns )
does the sameas Table Read O®set,but also speci¯es the type of the ¯le (may be
"°oat" or "double"), the number nr ows of rows to read, each of them having ncolumns

elements. No text headershould be present in the ¯le.

² Table Rebin (& Table) rebins all Table rows with increasing, evenly spaced ¯rst
column (index 0), e.g. before using Table Value. Linear interpolation is performed
for all other columns. The number of bins for the rebinned table is determined from
the smallest ¯rst column step.

² Table Info (Table) print information about the table Table.

² Table Index (Table;m; n) readsthe Table[m][n] element.
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² Table Value (Table;x; n) looks for the closestx value in the ¯rst column (index 0),
and extracts in this row the n-th element (starting from 0). The ¯rst column is thus
the 'x' axis for the data. It doesnot contain any interpolation method.

² Table Free(& Table) free allocated memory blocks.

Available functions to read an array of vectors/matrices in a text ¯le are:

² Table Read Arra y(F il e, &n) read and split f il e into asmany blocks asnecessary
and return a tTable array. Each block contains a single vector/matrix. This only
works for text ¯les. The number of blocks in put into n.

² Table Free Arra y(& Table) free the Table array.

² Table Info Arra y(& Table) display information about all data blocks.

The format of text ¯les is free. Lines starting by '# ; % / ' characters are considered
to be comments, and stored in Table:header. Data blocks are vectorsand matrices. Block
numbers are counted starting from 1, and changing when a comment is found, or the
column number changes. For instance, the ¯le 'MCSTAS/data/BeO.trm' (Transmission
of a Berylium ¯lter) looks like:

# BeOtransmission, as measured on IN12
# Thickness: 0.05 [m]
# [ k(Angs-1) Transmission (0-1) ]
# wavevector multiply
1.0500 0.74441
1.0750 0.76727
1.1000 0.80680
...

Binary ¯les should be of type "°oat" (i.e. REAL*32) and "double" (i.e. REAL*64), and
should not contain text header lines. These ¯les are platform dependent (little or big
endian).

The f il ename is ¯rst searched into the current directory (and all user additional loca-
tions speci¯ed using the -I option, seethe 'Running McStas ' chapter in the UserManual),
and if not found, in the data sub-directory of the MCSTASlibrary location. This way, you
do not needto have local copiesof the McStas Library Data ¯les (seetable 1.1).

A usageexample for this library part may be:

t_Table Table; // declare a t_Table structure
char file[]="BeO.trm"; // a file name
double x,y;

Table_Read(&Table, file, 1); // initialize and read the first numerical block
Table_Info(Table); // display table informations
...
x = Table_Index(Table, 2,5); // read the 3rd row, 6th column element

// of the table. Indexes start at zero in C.
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y = Table_Value(Table, 1.45,1); // look for value 1.45 in 1st column (x axis)
// and extract 2nd column value of that row

Table_Free(&Table); // free allocated memoryfor table

Additionally , if the block number (3rd) argument of Table Read is 0, all blocks will
be catenated. The Table Value function assumesthat the 'x' axis is the ¯rst column
(index 0). Other functions are used the sameway with a few additional parameters,e.g.
specifying an o®setfor reading ¯les, or reading binary data.

This other example for text ¯les shows how to read many data blocks:

t_Table *Table; // declare a t_Table structure array
long n;
double y;

Table = Table_Read_Array("file.dat", &n); // initialize and read the all numerical block
n = Table_Info_Array(Table); // display informations for all blocks (also returns n)

y = Table_Index(Table[0], 2,5); // read in 1st block the 3rd row, 6th column element
// ONLYuse Table[i] with i < n !

Table_Free_Array(Table); // free allocated memoryfor Table

You may look into, for instance, the source ¯les for Mono chromator curv ed or
Virtual input for other implementation examples.

A.3 Monitor nD Library

This library gathersa few functions usedby a setof monitors e.g. Monitor nD, Res monitor,
Virtual output, etc. It may monitor any kind of data, create the data ¯les, and may dis-
play many geometries(for mcdisplay ). Refer to these components for implementation
examples,and ask the authors for more details.

A.4 Adaptativ e imp ortance sampling Library

This library is currently only usedby the components Source adapt and Adapt check.
It performsadaptative importance sampling of neutrons for simulation e±ciency optimiza-
tion. Refer to these components for implementation examples,and ask the authors for
more details.

A.5 Vitess imp ort/exp ort Library

This library is usedby the components Vitess input and Vitess output , as well as the
mcstas2vitess utilit y. Refer to thesecomponents for implementation examples,and ask
the authors for more details.
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A.6 Constan ts for unit conversion etc.

The following prede¯ned constants are useful for conversion betweenunits

Name Value Conversion from Conversion to
DEG2RAD 2¼=360 Degrees Radians
RAD2DEG 360=(2¼) Radians Degrees
MIN2RAD 2¼=(360¢60) Minutes of arc Radians
RAD2MIN (360¢60)=(2¼) Radians Minutes of arc
V2K 1010 ¢mN=~ Velocity (m/s) k-vector (ºA ¡ 1)
K2V 10¡ 10 ¢~=mN k-vector (ºA ¡ 1) Velocity (m/s)
VS2E mN=(2e) Velocity squared(m2 s¡ 2) Neutron energy(meV)
SE2V

p
2e=mN Squareroot of neutron en-

ergy (meV1=2)
Velocity (m/s)

FWHM2RMS 1=
p

8log(2) Full width half maximum Root mean square
(standard deviation)

RMS2FWHM
p

8log(2) Root mean square (stan-
dard deviation)

Full width half maxi-
mum

MNEUTR ON 1:67492¢10¡ 27 kg Neutron mass,mn

HBAR 1:05459¢10¡ 34 Js Planck constant, ~
PI 3:14159265::: ¼
FL T MAX 3.40282347E+38F a big °oat value
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App endix B

Random num bers in McStas

B.1 Transformation of random num bers

In order to perform the Monte Carlo choices, one needs to be able to pick a random
number from a given distribution. However, most random number generatorsonly give
uniform distributions over a certain interval. Wethusneedto beable to transform between
probabilit y distributions, and we here give a short explanation on how to do this.

Assume that we pick a random number, x, from a distribution Á(x). We are now
interested in the shape of the distribution, ª( y), of the transformed y = f (x), assuming
f (x) is monotonous. All random numbers lying in the interval [x; x + dx] are transformed
to lie within the interval [y; y + f 0(x)dx], so the resulting distribution must be ª( y) =
Á(x)=f 0(x).

If the random number generator selectsnumbers uniformly in the interval [0;1], we
have Á(x) = 1 (inside the interval; zero outside), and we reach

ª( y) =
1

f 0(x)
=

d
dy

f ¡ 1(y): (B.1)

By inde¯nite integration we reach

Z
ª( y)dy = f ¡ 1(y) = x; (B.2)

which is the essential formula for random number transformation, sincewe in generalknow
ª( y) and like to determine the relation y = f (x). Let us illustrate with a few examplesof
transformations relevant for the McStas components.

The circle For ¯nding a random point within the circle of radius R, one would like to
choosethe polar angle, Á, from a uniform distribution in [0;2¼], giving ª Á = 1=(2¼). and
the radius from the (normalised) distribution ª r = 2r =R2.

For the radial part, eq. (B.2) becomesy=(2¼) = x, whence Á is found simply by
multiplying a random number (x) with 2¼.

For the radial part, the left side of eq. (B.2), gives
R

ª( r )dr =
R

2r =R2dr = r 2=R2,
which from (B.2) should equal x. Hencewe reach the wanted transformation r = R

p
x.
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The sphere For ¯nding a random point on the surfaceof the unit sphere,we need to
determine the two angles,(µ; Á).

ª Á is chosenfrom a uniform distribution in [0;2¼], giving Á = 2¼x as for the circle.
The probabilit y distribution of µ should be ª µ = sin(µ) (for µ 2 [0;¼]), whence by

eq. (B.2) µ = cos¡ 1(x).

Exp onential decay In a simple time-of-°igh t source, the neutron °ux decays expo-
nentially after the initial activation at t = 0. We thus want to pick an initial neutron
emission time from the normalised distribution ª( t) = exp(¡ t=¿)=¿. Use of Eq. (B.2)
gives x = 1 ¡ exp(¡ t=¿). For conveniencewe now use the random variable x1 = 1 ¡ x
(with the samedistributions as x), giving the simple expressiont = ¡ ¿ln(x1).

Normal distributions The important normal distribution can not be reached as a
simple transformation of a uniform distribution. In stead, we rely on a speci¯c algorithm
for selectingrandom numbers with this distribution.

B.2 Random generators

Eventhough there is the possibility to usethe systemrandom generator,aswell asther ini-
tial McStasversion1.1 random generator, the default algorithm is the so-called"Mersenne
Twister", by Makoto Matsumoto and Takuji Nishimura. Seehttp://www.math.keio.ac.jp/~matumoto/emt.html
for original source.

It is consideredtoday to be by far the best random generator, which meansthat both
its period is extremely large, and cross-correlationsare negligible.
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App endix C

The McStas terminology

This is a short explanation of phrasesand terms which have a speci¯c meaning within
McStas. We have tried to keep the list as short as possiblewith the risk that the reader
may occasionallymissan explanation. In this case,you are more than welcometo contact
the McStas core team.

² Arm A generic McStas component which de¯nes a frame of referencefor other
components.

² Comp onent One unit (e.g. optical element) in a neutron spectrometer.

² De¯nition parameter An input parameter for a component. For example the
radius of a samplecomponent or the divergenceof a collimator.

² Input parameter For a component, either a de¯nition parameter or a setting
parameter. Theseparametersare supplied by the userto de¯ne the characteristics of
the particular instanceof the component de¯nition. For an instrument, a parameter
that can be changedat simulation run-time.

² Instrumen t An assembly of McStas components de¯ning a neutron spectrometer.

² Kernel The McStas languagede¯nition and the associated compiler

² McStas Monte Carlo Simulation of Triple Axis Spectrometers (the name of this
package). Pronounciation rangesfrom mex-tas, to mac-stas and m-c-stas.

² Output parameter An output parameter for a component. For examplethe counts
in a monitor. An output parameter may be accessedfrom the instrument in which
the component is usedusing MC_GETPAR.

² Run-time C code, contained in the ¯les mcstas-r.c and mcstas-r.h included in
the McStas distribution, that declarefunctions and variables usedby the generated
simulations.

² Setting parameter Similar to a de¯nition parameter, but with the restriction that
the value of the parameter must be a number.
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Bugs, 10, 44, 93

Coherent and incoherent isotropic scat-
terer, 86

Coordinates system, 7

Data ¯les, 7
Di®raction, 69, 73, 81

Environment variable
BROWSER, 8
MCSTAS, 8, 117, 123

Incoherent elastic scattering, 67, 73
Inelastic scattering, 83, 86

Keyword
%include, 117
EXTEND, 8, 17, 108, 118
GROUP, 118
MCDISPLA Y, 118
OUTPUT PARAMETERS, 109
SHARE, 117

Library , 117
adapt tree-lib, 124
Components

data, 8{10, 123
misc, 111
monitors, 99
optics, 33, 47
samples,64
share,117
sources,17

mcstas-r, see Library/Run-time
monitor nd-lib, 124
read table-lib (Read Table), 7, 122
Run-time, 117

ABSORB, 117
ALLO W BACKPROP, 117

MC GETPAR, 109, 118
NAME CURRENT COMP, 118
POS A COMP, 118
POS A CURRENT COMP, 118
PROP DT, 117
PROP GRAV DT, 117
PROP Z0, 117
RESTORE NEUTR ON, 118
ROT A COMP, 118
ROT A CURRENT COMP, 118
SCATTER, 117
SCATTERED, 118
STORE NEUTR ON, 118

Shared,see Library/Comp onents/share
vitess-lib, 124

Monitors, 99
Adaptativ e importancesamplingmon-

itor, 28
Banana shape, 106
Beam analyzer, 116
Capture °ux, 105
Custom monitoring (user variables,

Monitor nD), 106
Divergencemonitor, 101
Divergence/position monitor, 101
Energy monitor, 100
Neutron parameter correlations, Pre-

Monitor nD, 110
Number of neutron bouncesin a guide,

109
Position sensitivedetector (PSD), 101
Position sensitive monitor recording

mean energy, 106
Resolutionmonitor, see Samples/Resolution

function
The All-in-One monitor (Monitor nD),

103
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Time-of-°igh t monitor, 100
Wavelength monitor, 100

Multiple scattering, 73, 86

Optics, 33, 39, 47
Beam stop, 34
Bender (non polarizing), 45
Curved guides(polygonal model), 46
Disc chopper, 47
Fermi Chopper, 50
Filter, 35
Guide with channels (straight, non

focusing), 44
Guide with channelsand gravitation

handling (straight), 45
Linear collimator, 36
Mirror plane, 39
Monochromator, 59
Monochromator, curved, 62
Monochromator, thick, 63
Point in space(Arm, Optical bench),

33
Radial collimator, 37
Slit, 33
Straight guide, 41
Velocity selector,56, 58

Optimization, 25, 28, 29, 31

Removed neutron events, 7, 93, 118

Sampleenvironments, 86, 97
Samples,64

Coherent and incoherent isotropic scat-
terer, 86

Dilute colloid medium, 81
Incoherent isotropic scatterer (Vana-

dium), 67
Phonon scattering, 83
Powder, multiple di®raction line, 69
Resolution function, samplefor, 113
Single crystal di®raction, 73

Simulation progressbar, 116
Small angle scattering, 81
Sources,17

Adaptativ e importancesamplingmon-
itor, 28

Adaptativ e source,25

Continuoussourcewith a Maxwellian
spectrum, 20

Continuous sourcewith speci¯ed di-
vergence,19

from 1D table input, 35
General continuous source,20
ISIS pulsed moderators, 21
Optimization location, see Sources/Optimizer
Optimizer, 29
Simple continuous source,19
Time of °igh t pulsed moderator, 21
Virtual source from stored neutron

events, 112
Virtual source,recordingneutron events,

112
Symbols, 7

Tools
mcdoc, 8
mcstas2vitess,124
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